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Notation
● Input:                 Output: 

● Neural Network:

● Cross Entropy Loss: 

● Output Sensitivity: 
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Loss vs. Sensitivity
● Cross Entropy vs. Mean Square Error:

● Bias-Variance Decomposition:

● Variance vs. Sensitivity:
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Loss

Sensitivity Constant ~0
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Loss vs. Sensitivity
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Loss vs. Sensitivity
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Sensitivity as a Proxy for Loss
Convolutional 

vs. 

Fully-connected Layers
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Sensitivity as a Proxy for Loss
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Sensitivity of Untrained Networks
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Output sensitivity computed before training: 



Future Directions
● When is the variance not the dominant term in the loss decomposition?

● Finding a link between the classification error and sensitivity

○ Bias-variance decomposition for the classification error?

○ Applying network calibration methods

● Beyond pixel-wise linear input perturbations and positive homogenous 

activation functions
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Thank You!

14


