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Energy-constrained Self-training for Unsupervised Domain Adaptation

Deep neural networks are usually
data-starved and rely on the i.i.d
assumption of training and testing.

Considering the noisy pseudo-label,
previous work [12] proposes to
construct a more conservative
pseudo-label that smoothing the
one-hot distribution or regularize
it with the entropy.

The solution proposes in this paper is
orthogonal with [12], which resorts to the
additional supervision signal of EBM that
independent of pseudo-label. Compared
with the manually defined label smoothing
in [12], the energy-constraint can adaptively
regularize the training w.r.t. the input and the
present network parameters.

Unsupervised Domain Adaptation

Self-training based UDA



Energy-constrained Self-training for Unsupervised Domain Adaptation

Cross-entropy loss
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Usually  we  rely  on  the  sophisticate Markov Chain Monte Carlo sampler to train EBMs.
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