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Hyper parameters of a NN model

Fixed kernels
Max pooling 

Or
Average pooling

ReLU
Sigmoid
Tanh
..
?

?

Learning Rate?

? Number of Neuron ?
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Activation Function

3
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Groups of activation function
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Binary Step(ReLU)

Softplus Sigmoid RBF like Gaussian

Group2

Primitive

derivative derivative

Primitive

Group1

derivative

Bent Identity ISRU RBF like Gaussian

Group3

derivative derivative

~LeakyReLU
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Groups of Activation function

5

Ln(cosh(x)) Tanh RBF like Gaussian

Group4

derivative derivative

Atan(x) RBF Like Gausian

Group5

derivative derivative

~Multiquadric

Primitive

~Multiquadric

Primitive



Intel ConfidentialDepartment or Event Name 6International Conference on Pattern Recognition       ICPR2020

Grouping the activation function
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RBF Like Gausian
derivative derivative

~Multiquadric

Primitive

Swish/SiL RBF Like Gausian
derivative derivative

Sigmoid like
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Fractional calculus

Is it possible to generate the 1.5 Derivative?
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Fractional derivative
𝑓 𝑥 = 𝑥𝑘
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Gamma Function
Plot of Gamma

Using Gamma function

Gamma

Fractional Derivative
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Generalized ReLU
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Generalized Sigmoid

𝑔 𝑥 = 𝑙𝑛(1 + 𝑒𝑥)

Softplus
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Generalized Hyperbolic Tangent
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Generalized swish
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𝑓 𝑥 =
𝑥

1 + 𝑒−𝑥

g 𝑥 = 𝐷𝑎 𝑥

1+𝑒−𝑥
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Adaptive activation function
The neurons of the NN were modified to adjust not only their weights, but also their activation function. 
The parameter a represents the derivative order of the activation function, producing a generalization, 
it means an activation function that can morph from softplus to sigmoid to bell-like shape, for the best 
result. 

softplus

sigmoid

bell
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Learning ReLU

Using Digamma function
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Adaptive activation function

CIFAR10 Results 

The results using this technology in comparison with academic state-of-the-art neural nets shows 
performance improvements for image recognition datasets, with no increase in parameter size.

• Two Percent Improvement with similar 
number of parameters

• The optimal solution is not a combination of 
the known activation functions: 

It is a fractional value

• Using AAF in 18 layers gives 95.08% accuracy :
18(AAF)Layers  =  1000 Layers in CIFAR10
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Activation function

𝜎 𝑥 = 1
1+𝑒−𝑥

Sigmoid Hyperbolic Tangent

y = tanh(𝑥)

ln(1 + 𝑒𝑥) ln(𝑒−𝑥 + 𝑒𝑥)

𝐷𝑎 ln 𝑒−𝑏𝑥 + 𝑒𝑥

a=0,b=0 a=1,b=0 a=a0,b ∈(-0.1,-0.5) a=1,b=1 a=2,b=0 a=2,b=1
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Family of groups
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~a=1.1,b=1

~a=0.7,b=0.8

~a=0.5,b=0.8

Approximates this family
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