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Introduction

Initial network Fix the trained weight
Add a channel

Final network 

Planting can search the optimal network architecture with smaller number of 
parameters for improving the network performance by augmenting channels 
incrementally to layers of the initial networks while keeping the earlier trained 
parameters fixed 



Continued…

Teacher Network Student Network

Knowledge distillation can transfer the knowledge of DNNs with a large number of 
parameter (teacher networks) to a smaller shallow networks (student networks)

We search the best group g which minimizes the loss

arg min
g

JKL(W
S0
,WL), (3)

where WS0
is the small network with the additional layer of

group g and WL is the large network. The detail definition of
the loss JKL(WS0

,WL) is explained in the next sub section.
The best layer to add is searched by using the brute-force
search method or the random search method if there are
many groups. In the random search, some groups from G
are randomly selected to reduce the calculation cost, and the
best group is determined from the selected groups. After we
determined the best layer to reinforce, fix the planted channels
and explore the next channel. By repeating this planting
process while reducing the classification loss than the previous
network, we can obtained the best network architecture.

After this method, we obtain a small network with fewer
channels, which has higher performance than the networks
obtained in a standard training procedure and can prevent over-
fitting. The network architecture is automatically optimized by
the proposed planting procedures. The details of the planting
algorithm is shown in Algorithm 1.

Algorithm 1 Planting algorithm
Input: WS : trained small network, WL : trained teacher

network, G : the number of group, n : the number of
planted channels, (xtrain, ytrain) and (xval, yval) : the
training samples and the validation samples obtained by
splitting the training set into two disjoint subsets.

1: while 1 do

2: for g in 1 . . .G do

3: WSg = WS

4: for l in 1 . . .L do

5: if g ⇤ L
G  l < (g + 1) ⇤ L

G then

6: plant n channels on layer l of WSg

7: end if

8: end for

9: train WSg via JKL(WSg ,WL) on (xtrain, ytrain)
10: end for

11: gmin = arg min
g2G

|J(WSg )| on (xval, yval)

12: if J(WSgmin ) � J(WS) on (xval, yval) then

13: break
14: end if

15: WS = WSgmin

16: end while

B. Knowledge distillation
Knowledge distillation is an effective method for training

the small network. In this study, we employ the Kullback
Leibler (KL) Divergence. Suppose the predictions by the small
network and the large network are zS and zL respectively, the
KL divergence from zS to zL is given by

LKL(z
L||zS) =

X

i

exp zLiP
j exp z

L
j

log

 
exp zSiP
j exp z

S
j

!
. (4)

The objective function for the proposed planting method is
defined as follows

JKL(W
S ,WL) = �L(f(x,WS)|y)

+(1� �)LKL(f(x,W
L)||f(x,WS)), (5)

s.t. 0  �  1
where � is used to balance the standard classi-
fication loss L(f(x,WS)|y) and KL divergence
LKL(f(x,WL)||f(x,WS)).

IV. EXPERIMENTS

To confirm the effectiveness of the proposed method, we
have performed experiments with the image classification task
using different datasets (CIFAR-10, CIFAR-100, and STL-10).

V. EXPERIMENTS USING CIFAR-10

TABLE I
THE STRUCTURE OF NETWORKS

For CIFAR-10/100 For STL-10
ReLU(conv1(kernel=3)) ReLU(conv1(kernel=3))

max pooling(2*2) max pooling(2*2)
ReLU(conv2(kernel=3)) ReLU(conv2(kernel=3))

max pooling(2*2) max pooling(2*2)
ReLU(conv3(kernel=3)) ReLU(conv3(kernel=3))
ReLU(conv4(kernel=3)) max pooling(2*2)
ReLU(conv5(kernel=3)) ReLU(conv4(kernel=3))

max pooling(2*2) ReLU(conv5(kernel=3))
ReLU(fc1()) max pooling(2*2)
output=fc2() ReLU(fc1())

output=fc2()

CIFAR-10 contains 60,000 color images of ten different
animals and vehicles. The size of each image is 32⇥32 pixels.
They are divided into 45,000 training images, 5,000 validation
images and 10,000 testing images.

In the experiments on CIFAR-10, we used the 7-layers CNN
models with five convolutional layers and two fully connected
layers, the structure of the network is shown in Table.I. All
the experiments, we set the number of channels of the fully
connected layers to [128, 10]. All the number of channels of
convolutional layers were set to 8 for initial network and 128
for the teacher network.

The initial network and the teacher network were trained
from scratch by using SGD optimizer with a momentum of
0.9. We used the weight decay with the strength of 5 ⇤ 10�4

to prevent over-fitting. The mini-batch size for CIFAR-10 was
set to 128 and the network was trained for 150 epochs. The
initial learning rate was set to 0.01 and it was multiplied by
0.2 after [40, 80, 120] training epochs.

In the planting operation, we used the weight decay with
the strength of 5⇤10�5, the number of the group G was set to
5, and other parameter settings are the same with the training
of the initial network. We added 4 channels to the layers at
one planting operation. In the training of planted channels, the
hyper-parameter � of KL loss (KLLoss) was set to 0. In the
calculation for finding the smallest validation loss, the hyper-
parameter � of KLLoss was set to 1.

𝑧! 𝑧"



Proposed Method
1. Train a teacher network.

Teacher network

Knowledge transfer 

Trained weight
Planted weight
Fixed weight
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2. Train a small network with fewer channels at each layer

input

Small network

Knowledge transfer 

Trained weight

Fixed weight
Planted weight
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3. Add channels to a layer of the small network

Planting procedure

input

Small network

Knowledge transfer 

Trained weight

Fixed weight
Planted weight
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4. Train the augmented channels by using knowledge distillation with the teacher network.

Teacher network

Planting procedure

Train planted networks Knowledge transfer 

Trained weight

Fixed weight
Planted weight
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5. Repeat the 3. and 4. operation for each layer in the network and obtain multiple networks.

Teacher network

Planting procedure

Train planted networks

input

Small network

Knowledge transfer 

Trained weight

Fixed weight
Planted weight



Continued… 
6. Select a planted network with the smallest validation loss

Planting procedure

input

Planted network
with the smallest 

validation loss

Knowledge transfer 

Trained weight

Fixed weight
Planted weight



Continued… 
7. Repeat 5. and 6. while reducing the classification loss than the previous network

Planting procedure

input

Planted network
with the smallest 

validation loss

Knowledge transfer 

Trained weight

Fixed weight
Planted weight



Continued… 
8. Obtaining a small network with fewer channels, which has higher performance than the 
networks obtained in a standard training procedure and can prevent over-fitting. 

input

Final network

Knowledge transfer 

Trained weight

Fixed weight
Planted weight



Experiments
Network architecture and datasets

• CIFAR-10, CIFAR-100 and STL-10

We search the best group g which minimizes the loss

arg min
g

JKL(W
S0
,WL), (3)

where WS0
is the small network with the additional layer of

group g and WL is the large network. The detail definition of
the loss JKL(WS0

,WL) is explained in the next sub section.
The best layer to add is searched by using the brute-force
search method or the random search method if there are
many groups. In the random search, some groups from G
are randomly selected to reduce the calculation cost, and the
best group is determined from the selected groups. After we
determined the best layer to reinforce, fix the planted channels
and explore the next channel. By repeating this planting
process while reducing the classification loss than the previous
network, we can obtained the best network architecture.

After this method, we obtain a small network with fewer
channels, which has higher performance than the networks
obtained in a standard training procedure and can prevent over-
fitting. The network architecture is automatically optimized by
the proposed planting procedures. The details of the planting
algorithm is shown in Algorithm 1.

Algorithm 1 Planting algorithm
Input: WS : trained small network, WL : trained teacher

network, G : the number of group, n : the number of
planted channels, (xtrain, ytrain) and (xval, yval) : the
training samples and the validation samples obtained by
splitting the training set into two disjoint subsets.

1: while 1 do

2: for g in 1 . . .G do

3: WSg = WS

4: for l in 1 . . .L do

5: if g ⇤ L
G  l < (g + 1) ⇤ L

G then

6: plant n channels on layer l of WSg

7: end if

8: end for

9: train WSg via JKL(WSg ,WL) on (xtrain, ytrain)
10: end for

11: gmin = arg min
g2G

|J(WSg )| on (xval, yval)

12: if J(WSgmin ) � J(WS) on (xval, yval) then

13: break
14: end if

15: WS = WSgmin

16: end while

B. Knowledge distillation
Knowledge distillation is an effective method for training

the small network. In this study, we employ the Kullback
Leibler (KL) Divergence. Suppose the predictions by the small
network and the large network are zS and zL respectively, the
KL divergence from zS to zL is given by

LKL(z
L||zS) =

X

i

exp zLiP
j exp z

L
j

log

 
exp zSiP
j exp z
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The objective function for the proposed planting method is
defined as follows

JKL(W
S ,WL) = �L(f(x,WS)|y)

+(1� �)LKL(f(x,W
L)||f(x,WS)), (5)

s.t. 0  �  1
where � is used to balance the standard classi-
fication loss L(f(x,WS)|y) and KL divergence
LKL(f(x,WL)||f(x,WS)).

IV. EXPERIMENTS

To confirm the effectiveness of the proposed method, we
have performed experiments with the image classification task
using different datasets (CIFAR-10, CIFAR-100, and STL-10).

V. EXPERIMENTS USING CIFAR-10

TABLE I
THE STRUCTURE OF NETWORKS

For CIFAR-10/100 For STL-10
ReLU(conv1(kernel=3)) ReLU(conv1(kernel=3))

max pooling(2*2) max pooling(2*2)
ReLU(conv2(kernel=3)) ReLU(conv2(kernel=3))

max pooling(2*2) max pooling(2*2)
ReLU(conv3(kernel=3)) ReLU(conv3(kernel=3))
ReLU(conv4(kernel=3)) max pooling(2*2)
ReLU(conv5(kernel=3)) ReLU(conv4(kernel=3))

max pooling(2*2) ReLU(conv5(kernel=3))
ReLU(fc1()) max pooling(2*2)
output=fc2() ReLU(fc1())

output=fc2()

CIFAR-10 contains 60,000 color images of ten different
animals and vehicles. The size of each image is 32⇥32 pixels.
They are divided into 45,000 training images, 5,000 validation
images and 10,000 testing images.

In the experiments on CIFAR-10, we used the 7-layers CNN
models with five convolutional layers and two fully connected
layers, the structure of the network is shown in Table.I. All
the experiments, we set the number of channels of the fully
connected layers to [128, 10]. All the number of channels of
convolutional layers were set to 8 for initial network and 128
for the teacher network.

The initial network and the teacher network were trained
from scratch by using SGD optimizer with a momentum of
0.9. We used the weight decay with the strength of 5 ⇤ 10�4

to prevent over-fitting. The mini-batch size for CIFAR-10 was
set to 128 and the network was trained for 150 epochs. The
initial learning rate was set to 0.01 and it was multiplied by
0.2 after [40, 80, 120] training epochs.

In the planting operation, we used the weight decay with
the strength of 5⇤10�5, the number of the group G was set to
5, and other parameter settings are the same with the training
of the initial network. We added 4 channels to the layers at
one planting operation. In the training of planted channels, the
hyper-parameter � of KL loss (KLLoss) was set to 0. In the
calculation for finding the smallest validation loss, the hyper-
parameter � of KLLoss was set to 1.



Results
On CIFAR-10

For comparing the performance of the proposed method, we
trained the baseline networks with cross entropy loss (CELoss)
as the standard classification loss, and KLLoss as loss function
of knowledge transfer. All the number of channels of the
convolutional layer for the baseline networks were set to 8,
16, 32, 64 and 128, and we used the same teacher networks
with the planting operation. The hyper-parameter � of KLLoss
was set to 0. Parameter settings are the same with the training
of the initial network.

TABLE II
RESULTS ON CIFAR-10 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[128]
Student[128] 857.5K 0.5007 88.10% CELoss

0.3823 88.51% KLLoss
Initial Network

(Student[8]) 20.4K 0.8300 71.55% CELoss
0.8245 71.69% KLLoss

Student[16] 43.9K 0.6071 79.42% CELoss
0.6108 79.23% KLLoss

Student[32] 104.8K 0.4898 84.03% CELoss
0.4791 84.02% KLLoss

Student[64] 282.0K 0.4431 86.83% CELoss
0.4103 86.80% KLLoss

Ours 40.6K 0.4825 84.35% KLLoss

The results for CIFAR-10 are shown in Table II. In this ta-
ble, the average of three trials are shown. The number of chan-
nels of the convolutional layers after planting operation were
[12, 20, 16, 16, 12], [12, 16, 16, 16, 16] and [12, 16, 16, 16, 16].
For CIFAR-10, the proposed method is succeeded to train
a network with higher classification accuracy, which has
only 39% parameters compare to a network where all the
convolutional layers are 32 channels.

VI. EXPERIMENTS USING CIFAR-100

CIFAR-100 contains 60,000 color images of 100 different
categories. The size of each image is 32⇥32 pixels. They are
divided into 45,000 training images, 5,000 validation images
and 10,000 testing images.

In the experiments on CIFAR-100, we used the same
network structures with the experiments on CIFAR-10. All
the experiments, we set the number of channels of the fully
connected layers to [128, 100]. All the number of channels
of convolutional layers were set to 16 for the initial network
and 128 for the teacher network. In the calculation for finding
the smallest validation loss, the hyper-parameter � of KLLoss
was set to 0. Other parameter settings are the same as the
experiments on CIFAR-10. For comparison of the performance
of the proposed method with the standard methods, we trained
the baseline networks on the settings of the same experiment
with the experiments on CIFAR-10.

The results for CIFAR-100 are shown in Table III. In this ta-
ble, the average of three trials are shown. The number of chan-
nels of the convolutional layers after planting operation were
[20, 24, 20, 24, 24], [20, 24, 20, 24, 24] and [20, 24, 24, 24, 20].
For CIFAR-100, the proposed method is succeeded to train
a network with higher classification accuracy, which has

TABLE III
RESULTS ON CIFAR-100 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[128]
Student[128] 869.1K 2.5010 57.76% CELoss

1.6232 60.05% KLLoss

Student[8] 32.0K 2.5280 36.53% CELoss
2.5053 36.90% KLLoss

Initial Network
(Student[16]) 55.5K 2.1190 45.45% CELoss

2.0679 46.66% KLLoss

Student[32] 116.5K 1.9022 52.15% CELoss
1.7805 53.72% KLLoss

Student[64] 293.6K 1.9510 55.74% CELoss
1.6707 57.71% KLLoss

Ours 78.5K 1.7584 54.31% KLLoss

only 67% parameters compare to a network where all the
convolutional layers are 32 channels.

VII. EXPERIMENTS USING STL-10
STL-10 contains 13,000 color images of ten animals and

vehicles. The size of the image is 96 ⇥ 96 pixels. They are
divided into 5,000 training images, 1,000 validation images
and 7,000 testing images.

In the experiments on STL-10, we used the 7-layers CNN
models with five convolutional layers and two fully connected
layers, the structure of the network is shown in Table.I. In all
the experiments, we set the number of channels of the fully
connected layers to [128, 10]. All the number of channels of
convolutional layers were set to 8 for initial network and 64
for the teacher network.

The network was trained for 100 epochs, the initial learning
rate was set to 0.01 and it was multiplied by 0.1 after
every epoch/3 training epochs. In the planting operation, we
used the weight decay with the strength of 5 ⇤ 10�4. In the
calculation for finding the smallest validation loss, the hyper-
parameter � of KLLoss was set to 0. Other parameter settings
are the same with with the experiments on CIFAR-10.

For comparing the performance of the proposed method,
we trained the baseline networks on the settings of the same
experiment with the experiments on CIFAR-10.

TABLE IV
RESULTS ON STL-10 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[64]
Student[64] 445.8K 1.5360 66.33% CELoss

1.1807 66.47% KLLoss
Initial Network

(Student[8]) 40.8K 1.2776 55.55% CELoss
1.2682 54.99% KLLoss

Student[16] 84.9K 1.2924 59.34% CELoss
1.1998 61.10% KLLoss

Student[32] 186.8K 1.2213 64.57% CELoss
1.1712 64.07% KLLoss

Student[128] 1.2M 1.7612 67.04% CELoss
1.1643 67.71% KLLoss

Ours 82.6K 1.0772 67.12% KLLoss

The results for STL-10 are shown in Table IV. Again
the average of three trials are shown in this table. The



Results
On CIFAR-100

For comparing the performance of the proposed method, we
trained the baseline networks with cross entropy loss (CELoss)
as the standard classification loss, and KLLoss as loss function
of knowledge transfer. All the number of channels of the
convolutional layer for the baseline networks were set to 8,
16, 32, 64 and 128, and we used the same teacher networks
with the planting operation. The hyper-parameter � of KLLoss
was set to 0. Parameter settings are the same with the training
of the initial network.

TABLE II
RESULTS ON CIFAR-10 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[128]
Student[128] 857.5K 0.5007 88.10% CELoss

0.3823 88.51% KLLoss
Initial Network

(Student[8]) 20.4K 0.8300 71.55% CELoss
0.8245 71.69% KLLoss

Student[16] 43.9K 0.6071 79.42% CELoss
0.6108 79.23% KLLoss

Student[32] 104.8K 0.4898 84.03% CELoss
0.4791 84.02% KLLoss

Student[64] 282.0K 0.4431 86.83% CELoss
0.4103 86.80% KLLoss

Ours 40.6K 0.4825 84.35% KLLoss

The results for CIFAR-10 are shown in Table II. In this ta-
ble, the average of three trials are shown. The number of chan-
nels of the convolutional layers after planting operation were
[12, 20, 16, 16, 12], [12, 16, 16, 16, 16] and [12, 16, 16, 16, 16].
For CIFAR-10, the proposed method is succeeded to train
a network with higher classification accuracy, which has
only 39% parameters compare to a network where all the
convolutional layers are 32 channels.

VI. EXPERIMENTS USING CIFAR-100

CIFAR-100 contains 60,000 color images of 100 different
categories. The size of each image is 32⇥32 pixels. They are
divided into 45,000 training images, 5,000 validation images
and 10,000 testing images.

In the experiments on CIFAR-100, we used the same
network structures with the experiments on CIFAR-10. All
the experiments, we set the number of channels of the fully
connected layers to [128, 100]. All the number of channels
of convolutional layers were set to 16 for the initial network
and 128 for the teacher network. In the calculation for finding
the smallest validation loss, the hyper-parameter � of KLLoss
was set to 0. Other parameter settings are the same as the
experiments on CIFAR-10. For comparison of the performance
of the proposed method with the standard methods, we trained
the baseline networks on the settings of the same experiment
with the experiments on CIFAR-10.

The results for CIFAR-100 are shown in Table III. In this ta-
ble, the average of three trials are shown. The number of chan-
nels of the convolutional layers after planting operation were
[20, 24, 20, 24, 24], [20, 24, 20, 24, 24] and [20, 24, 24, 24, 20].
For CIFAR-100, the proposed method is succeeded to train
a network with higher classification accuracy, which has

TABLE III
RESULTS ON CIFAR-100 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[128]
Student[128] 869.1K 2.5010 57.76% CELoss

1.6232 60.05% KLLoss

Student[8] 32.0K 2.5280 36.53% CELoss
2.5053 36.90% KLLoss

Initial Network
(Student[16]) 55.5K 2.1190 45.45% CELoss

2.0679 46.66% KLLoss

Student[32] 116.5K 1.9022 52.15% CELoss
1.7805 53.72% KLLoss

Student[64] 293.6K 1.9510 55.74% CELoss
1.6707 57.71% KLLoss

Ours 78.5K 1.7584 54.31% KLLoss

only 67% parameters compare to a network where all the
convolutional layers are 32 channels.

VII. EXPERIMENTS USING STL-10
STL-10 contains 13,000 color images of ten animals and

vehicles. The size of the image is 96 ⇥ 96 pixels. They are
divided into 5,000 training images, 1,000 validation images
and 7,000 testing images.

In the experiments on STL-10, we used the 7-layers CNN
models with five convolutional layers and two fully connected
layers, the structure of the network is shown in Table.I. In all
the experiments, we set the number of channels of the fully
connected layers to [128, 10]. All the number of channels of
convolutional layers were set to 8 for initial network and 64
for the teacher network.

The network was trained for 100 epochs, the initial learning
rate was set to 0.01 and it was multiplied by 0.1 after
every epoch/3 training epochs. In the planting operation, we
used the weight decay with the strength of 5 ⇤ 10�4. In the
calculation for finding the smallest validation loss, the hyper-
parameter � of KLLoss was set to 0. Other parameter settings
are the same with with the experiments on CIFAR-10.

For comparing the performance of the proposed method,
we trained the baseline networks on the settings of the same
experiment with the experiments on CIFAR-10.

TABLE IV
RESULTS ON STL-10 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[64]
Student[64] 445.8K 1.5360 66.33% CELoss

1.1807 66.47% KLLoss
Initial Network

(Student[8]) 40.8K 1.2776 55.55% CELoss
1.2682 54.99% KLLoss

Student[16] 84.9K 1.2924 59.34% CELoss
1.1998 61.10% KLLoss

Student[32] 186.8K 1.2213 64.57% CELoss
1.1712 64.07% KLLoss

Student[128] 1.2M 1.7612 67.04% CELoss
1.1643 67.71% KLLoss

Ours 82.6K 1.0772 67.12% KLLoss

The results for STL-10 are shown in Table IV. Again
the average of three trials are shown in this table. The



Results
On STL-10

For comparing the performance of the proposed method, we
trained the baseline networks with cross entropy loss (CELoss)
as the standard classification loss, and KLLoss as loss function
of knowledge transfer. All the number of channels of the
convolutional layer for the baseline networks were set to 8,
16, 32, 64 and 128, and we used the same teacher networks
with the planting operation. The hyper-parameter � of KLLoss
was set to 0. Parameter settings are the same with the training
of the initial network.

TABLE II
RESULTS ON CIFAR-10 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[128]
Student[128] 857.5K 0.5007 88.10% CELoss

0.3823 88.51% KLLoss
Initial Network

(Student[8]) 20.4K 0.8300 71.55% CELoss
0.8245 71.69% KLLoss

Student[16] 43.9K 0.6071 79.42% CELoss
0.6108 79.23% KLLoss

Student[32] 104.8K 0.4898 84.03% CELoss
0.4791 84.02% KLLoss

Student[64] 282.0K 0.4431 86.83% CELoss
0.4103 86.80% KLLoss

Ours 40.6K 0.4825 84.35% KLLoss

The results for CIFAR-10 are shown in Table II. In this ta-
ble, the average of three trials are shown. The number of chan-
nels of the convolutional layers after planting operation were
[12, 20, 16, 16, 12], [12, 16, 16, 16, 16] and [12, 16, 16, 16, 16].
For CIFAR-10, the proposed method is succeeded to train
a network with higher classification accuracy, which has
only 39% parameters compare to a network where all the
convolutional layers are 32 channels.

VI. EXPERIMENTS USING CIFAR-100

CIFAR-100 contains 60,000 color images of 100 different
categories. The size of each image is 32⇥32 pixels. They are
divided into 45,000 training images, 5,000 validation images
and 10,000 testing images.

In the experiments on CIFAR-100, we used the same
network structures with the experiments on CIFAR-10. All
the experiments, we set the number of channels of the fully
connected layers to [128, 100]. All the number of channels
of convolutional layers were set to 16 for the initial network
and 128 for the teacher network. In the calculation for finding
the smallest validation loss, the hyper-parameter � of KLLoss
was set to 0. Other parameter settings are the same as the
experiments on CIFAR-10. For comparison of the performance
of the proposed method with the standard methods, we trained
the baseline networks on the settings of the same experiment
with the experiments on CIFAR-10.

The results for CIFAR-100 are shown in Table III. In this ta-
ble, the average of three trials are shown. The number of chan-
nels of the convolutional layers after planting operation were
[20, 24, 20, 24, 24], [20, 24, 20, 24, 24] and [20, 24, 24, 24, 20].
For CIFAR-100, the proposed method is succeeded to train
a network with higher classification accuracy, which has

TABLE III
RESULTS ON CIFAR-100 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[128]
Student[128] 869.1K 2.5010 57.76% CELoss

1.6232 60.05% KLLoss

Student[8] 32.0K 2.5280 36.53% CELoss
2.5053 36.90% KLLoss

Initial Network
(Student[16]) 55.5K 2.1190 45.45% CELoss

2.0679 46.66% KLLoss

Student[32] 116.5K 1.9022 52.15% CELoss
1.7805 53.72% KLLoss

Student[64] 293.6K 1.9510 55.74% CELoss
1.6707 57.71% KLLoss

Ours 78.5K 1.7584 54.31% KLLoss

only 67% parameters compare to a network where all the
convolutional layers are 32 channels.

VII. EXPERIMENTS USING STL-10
STL-10 contains 13,000 color images of ten animals and

vehicles. The size of the image is 96 ⇥ 96 pixels. They are
divided into 5,000 training images, 1,000 validation images
and 7,000 testing images.

In the experiments on STL-10, we used the 7-layers CNN
models with five convolutional layers and two fully connected
layers, the structure of the network is shown in Table.I. In all
the experiments, we set the number of channels of the fully
connected layers to [128, 10]. All the number of channels of
convolutional layers were set to 8 for initial network and 64
for the teacher network.

The network was trained for 100 epochs, the initial learning
rate was set to 0.01 and it was multiplied by 0.1 after
every epoch/3 training epochs. In the planting operation, we
used the weight decay with the strength of 5 ⇤ 10�4. In the
calculation for finding the smallest validation loss, the hyper-
parameter � of KLLoss was set to 0. Other parameter settings
are the same with with the experiments on CIFAR-10.

For comparing the performance of the proposed method,
we trained the baseline networks on the settings of the same
experiment with the experiments on CIFAR-10.

TABLE IV
RESULTS ON STL-10 DATASET. THE AVERAGE OF THREE TRIALS ARE

SHOWN.

Network Params Test Err. Test Acc. Loss func
Teacher[64]
Student[64] 445.8K 1.5360 66.33% CELoss

1.1807 66.47% KLLoss
Initial Network

(Student[8]) 40.8K 1.2776 55.55% CELoss
1.2682 54.99% KLLoss

Student[16] 84.9K 1.2924 59.34% CELoss
1.1998 61.10% KLLoss

Student[32] 186.8K 1.2213 64.57% CELoss
1.1712 64.07% KLLoss

Student[128] 1.2M 1.7612 67.04% CELoss
1.1643 67.71% KLLoss

Ours 82.6K 1.0772 67.12% KLLoss

The results for STL-10 are shown in Table IV. Again
the average of three trials are shown in this table. The



Conclusion
• Proposed a novel incremental training method for DNNs called planting, that 

can train smaller network with excellent performance and find the optimal 
network architecture automatically. 

• Introduced the knowledge transfer to train planted channels. 

• We confirmed that the proposed approach was able to achieve comparable 
performance with smaller number of parameters compared to the larger 
network.



Thank you


