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Explanation-Guided Training
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Performance and Effects
The performance of explanation-guided training on GNN on four cross domain
datasets.



The performance of explanation-guided training on RelationNet (RN), cross 
attention network (CAN) on four cross domain datasets



Combining with Other Methods
The combination of explanation-guided training and 

learned feature-wise transformation (LFT) 
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Conclusion
⚫We Interpret few-shot classification models with LRP.

⚫We propose Explanation-guided training for metric-based few-shot 
classification

⚫ Explanation-guided training improves the performance on cross-
domain few-shot classification tasks.

⚫ Explanation-guided training can be combined with other methods 
such as LFT.
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