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 The necessity of introducing self-attention mechanism

 Convolution neural network can only capture the correlation of local 
location.

 Self-attention can reduce the impact of background noise, let the network 
focus on the human body, and focus on learning body feature.

 Self-attention can reduce the influence of illumination change, because 
the location with high similarity to activation value should also have high 
activation value.
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 The traditional form of self-attetion (SA)

where 𝐹𝐹,𝐺𝐺,𝐻𝐻 ∈ ℝℎ𝑤𝑤×𝑐𝑐 is feature maps after using 1x1 convolution onthe original 
feature maps.
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 The traditional form of self-attetion (SA)

The similarity between Fi and Gj is

The above formula can be further written as

( , ) cos ,i j i j i jSim F G F G F G=
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In this form, the norm reflects the activation degree of a location on the 
feature map, and cosine similarity reflects whether the two locations have 
similar semantic information.

( , ) cos ,i j i j i jSim F G F G F G=

Semantic response and semantic difference have totally different meanings, 
but they are mingled together in similarity calculation in self-attention.
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 The reasons of decoupling self-attention module
 In order to better analyze the reason of the instability of self attention 

mechanism in person Re-ID.
 Semantic response and semantic relevance are mingled together in 

the general form of similarity calculation in self-attention, making the 
loss of independence.

The similarity matrix in the self-attention model is

To simplify the form of the self-attention model and make it easier to understand, 
the softmax function for normalization is omitted
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For location i (1≤ 𝑖𝑖 ≤ ℎ𝑤𝑤), the feature after SA will be

It shows that the feature in location i obtained from the self-attention 
mechanism is essentially a weighted summation based on the inner-product 
similarity between the features at all locations and the current location i.
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 Reasons for instability of self-attention module in person 
Re-ID
 There is a big difference between the norm of semantic response 

degree and the scale of cosine which represents semantic relevance, so 
the contribution to similarity calculation is quite different

 Once there is a huge norm 𝐺𝐺𝑗𝑗 , the similarity between location j and 
all locations will be larger than others, especially after softmax
function, then the feature will only depend on Gj , which affects back 
propagation, leads to instability of self-attention module.

( , ) cos ,i j i j i jSim F G F G F G=
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In order to fully utilize correlation and balance the contribution of norms and 
angle in similarity calculation, we propose a generic form as follows:

then the form of the decoupled self-attention module will be
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 Activation Function of Norms
 Logarithm Norm

 Scaled Norm

 Non Norm
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 The angular Activation Function

 The cosine angular activation function

 The square cosine (SqCosine) angular activation function
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Advantages of our decoupled self-attention module

 Self-attention is decoupled into norms describing semantic response 
degree and cosine describing semantic difference, which can help us 
further understand how each part affects the performance of self-
attention.

 Decoupled self-attention module allow us to employ various functions 
to better model semantic response degree and semantic difference, 
which introduces more nonlinearity to enhance the generalization ability 
and robustness of the model. Without extra parameters, the decoupled 
self-attention module can achieve better performance and stability than 
original self-attention by adopting rational functions.

 Our decoupled self-attention module is very flexible and architecture-
agnostic, which can be easily added to any stages in any frameworks.
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 Results
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 Results



《Decoupled Self-attention Module for Person Re-identification》

 Results



Thank you！
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