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Proposed SSPruning
 Pruning is applied to both shortcut and block.

 We obtain the optimal structure without restriction

Existing Pruning

 Pruning is applied to only inside of residual block

 Unstable bottleneck-like structure is obtained

Introduction & Objectives
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Method 1. Shortcut Separation

(a) Original ResNet architecture. All shortcuts are connected together.

(b) Shortcut Separation: Additional 1 × 1 convolutional is added at each shortcut to separate them.

(c, d) To remove the channels related to the addition layer (marked in purple), we only need to consider

the channels in layers marked in blue.



Method 2. Importance Learning Gate (ILG)

 The importance learning gate (ILG) layer is applied after each addition layer.

 ILG is composed of 𝑛𝑛 parameters 𝛼𝛼1,𝛼𝛼2,···,𝛼𝛼𝑛𝑛 ∈ 𝑅𝑅 where 𝑛𝑛 is the number of channels in the corresponding 

location. These 𝑛𝑛 parameters are initialized as 1, and independently multiplied to the output of each 

corresponding channel.



Experiments

 Datasets: CIFAR-10, Network: ResNet-32 and ResNet-110

 SSPruning-𝛼𝛼: Result of the proposed method (𝛼𝛼% of FLOPs are pruned from the original network).

 Our SSPruning achieves the state-of-the-art performance in several aspects.

1. Comparative Experiments



Experiments

(a) (b)

 Datasets: CIFAR-10, Network: ResNet-32

 Pruning of both shortcut and inblock outperforms traditional inblock pruning in various settings.

2. Ablation on Shortcut Pruning
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