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In this work, we propose a deep depth-aware long-term tracker that achieves state-of-the-art 
RGBD tracking performance and is fast to run. We reformulate deep discriminative 
correlation filter (DCF) to embed the depth information into deep features. Moreover, the 
same depth-aware correlation filter is used for target re-detection.

Introduction
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- PTB[1] opened this research topic by presenting a hybrid RGBD tracker composed of 
HOG feature, optical flow and 3D point clouds. 


- Under particle filter framework, Meshgi et.al. [2] addresses RGBD tracker with occlusion 
awareness and Bibi et.al. [3] further models a target using sparse 3D cuboids. 


- Based on KCF, Hannuna et.al. [4] uses depth for occlusion detection and An et.al. [5] 
extends KCF with depth channel. 


- Liu et.al. [6] presents a 3D mean-shift-based tracker.


- Kart et.al. [7] applies graph cut segmentation on color and depth information, 
generating better foreground mask for training CSR-DCF [8]. They then extend the idea 
with building an object-based 3D model [9], relying on a SLAM system Co-Fusion [10].
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Proposed method
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Proposed method
Base DCF is optimized by steepest descent by steepest descent on the following loss  : 

We utilize depth to modulate the DCF content with respect to the filter position :

The modulation map is then defined as : 

The loss for training the non-stationary DCF becomes : 
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Long-term tracker architecture
   The maximum of the depth-modulated DCF correlation response,  indicates the target 
presence likelihood.  Thus the correlation-based target presence indicator is defined as :


.

ρDCF

βDCF(τ) = {1 : ρDCF > τ; 0 : otherwise}
  Temporal depth consistency is used as another indicator. The target is represented by 
the set of depth histograms , extracted from the depth images from 
predicted bounding box region in the previous time-steps. A histogram extracted in the 
current time-step  is compared to these histograms by Bhattacharyya similarity


𝒢i ∈ G, i = 1,...,NG

ℋ
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∑
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  The depth consistency indicator is therefore defined as :

                                      βdep(τ) = {1 : ρi

dep > τ ∀ i; 0 : otherwise}
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Experiments
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We propose a novel deep DCF formulation for RGBD tracking. The formulation embeds 
depth information into the correlation filter optimization and provides a strong short-term 
RGBD tracker, improving the performance from 5% to 6% on all RGBD tracking 
benchmarks. We also propose a long-term tracking architecture where the same deep 
DCF is used in target re-detection and depth based tests effectively trigger between the 
short-term tracking, re-detection and model update modes. The long-term tracker 
consistently achieves superior performance over the state-of-the-art RGB and RGBD 
trackers (DiMP and OTR) on all three available RGBD tracking benchmarks (PTB, STC 
and CDTB) and runs significantly faster than the best RGBD competitor (20 fps vs. 2 fps).

Conclusion


