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Motivation

Our strategy : Auxiliary tasks learning + Unlabeled data 

 Dataset Problem:
Small dataset size or low average density 
difficult and expansive data annotation



Motivation

 How to use web data to boost the crowd counting models? 

Jing L, Tian Y. Self-supervised visual feature learning with deep neural networks: A survey[J]. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, 2020.



Challenge

 How to design a appropriate auxiliary tasks ? 

Task 1：

Task 2：

Task 3：



Framework

 What is semi-supervised multi-task framework ? 

The semi-supervised multi-task framework combining
both counting task and pretext task.

The division results of three baselines.



Experiment

Experiment with different ratios of unlabeled data

Performance of ablation experiments for different pretext tasks

We experimented with the impact of different ratios of unlabeled 

data on the overall model. We use BL model for baseline and 

Task3.  All experiments were performed on UCF-QNRF dataset. 

Here we evaluate the influence of different pretext tasks.



Experiment

We made a review on the public datasets. We select BL as the 

baseline, use Task3 as pretext task, and set the Ratio to 1:2. We 

evaluate our method compared with 12 state-of-the-art

methods
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