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Weights in Convolutional Networks

… are not of the same magnitude

On average weights near the center are larger
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Distribution in log-scale of absolute weights of 3x3
filters at center, left middle and left upper



3Johannes Schneider

Let us think about that…

Filter = common pattern in feature maps

Red or violet? Red preferred because they have a large center

More robust (to noise, variation)

?
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Model from Physics

– We want maximal feature cohesion

– Activation, weight = Mass

– Cohesion = Gravitational Force
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Implementation: LOCO-Reg

Standard L2-regularization pushes all weights to be equal

 This reduces central weights too much

LOCO-Reg: Regularize outer weights more than more central weights
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THANKS


