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Introduction
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Current 3D human pose datasets are collected in indoor environment, limiting the generalization of 

learning-based approaches for 3D human pose estimation.

Motivation

➢ Challenge

• 2D in-the-wild images are extremely complex.

• In-the-wild images do not have corresponding 3D ground truth.

No 

3D labels 

Fig. 1. Indoor image and corresponding 3D ground truth[1] Fig. 2. In-the-wild image with no 3D ground truth[2]
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Goal

➢ Solution

The goal of this paper is to regress 3D human joint locations in camera coordinates from a single image.

Propose an orthographic projection linear regression module.

Input
3D Prediction 2D Projections

2D Ground Truth

Fig. 3. General procedure of our method to connect in-the-wild images and 3D predictions.
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Our Approach
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Definition

Fig. 4. Perspective projection from (a) the 3D pose to (b) the 2D pose with illustration 
of small angle problem (c).

• Human pose representations: a set of joints,

, where

• 2D projections , a 3 by n matrix with

➢ Camera Model

Given intrinsic (K) and extrinsic (R and T) parameters, 

2D projections are obtained by:

(1)

Small angle problem arises: 

resulting in overfitting in the depth dimension.
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Orthographic Projection Linear Regression 

Our Approach

Fig. 5. The general idea of matching 3D with 2D poses by the 

orthographic projection linear regression method.

Step 1: Orthographic Projection.

Step 2: Constrained Linear Regression. 

where S and t indicate scale and translation parameters.

➢ Optimization

The linear regression computes the scaling and translation 

by minimizing:

where P3D is root-relative 3D joint locations.

(2)

(3)

(4)



Specifically,

Fig. 6. The overview of the proposed framework.

Loss Function
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Architecture

where HM denotes heatmap.

Our Approach

(5)



Experiments

Datasets

7

Current public datasets: Human3.6m [1] and MPI-INF-3DHP[2]

➢ Metric

• Human3.6m

1. C. Ionescu, D. Papava, V. Olaru, and C. Sminchisescu, “Human3. 6m: Large scale datasets and predictive methods for 3d human sensing in natural environments,” IEEE transactions on 

pattern analysis and machine intelligence, vol. 36, no. 7, pp. 1325–1339, 2013.

2. D. Mehta, H. Rhodin, D. Casas, P. Fua, O. Sotnychenko, W. Xu, and C. Theobalt, “Monocular 3d human pose estimation in the wild using improved cnn supervision,” in 2017 

International Conference on 3D Vision (3DV). IEEE, 2017, pp. 506–516.

Protocol #1: Mean Per Joint Position Error (MPJPE).

Protocol #2: Mean Per Joint Position Error after a rigid transformation (PA MPJPE).

• MPI-INF-3DHP

Percentage of Correct Keypoints (PCK). The threshold is set to 150mm.

Aera under the Curve (AUC)

* The smaller, the better.

* The larger, the better.
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Evaluation on Human3.6m
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Our method achieves

1) best performance in Protocol #1.

2) better performance than most of existing methods in Protocol #2.

Table 1. The quantitative results compared to state-of-the-art 3d human pose estimation methods on Human3.6m.
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Table 2. The quantitative results on MPI-INF-3DHP.

Table 3. The quantitative evaluation with using rigid transformation.

• Our method achieves superior performance

even without using extra information.

• Our method significantly performs better than 

Ours (w/o LOPLR) with an improvement from 

23.9% to 66.8%.

• Our method outperforms the existing method

with using rigid transformation for evaluation.
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Visualization
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Fig. 7. The qualitative results on MPII and LSP dataset generated by the proposed method.



Summary

➢ A network is proposed which is adaptive to various in-the-wild images without retraining the

3D pose.
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➢ We propose a novel orthographic projection and linear regression to constrain the 3D and 2D

poses.

➢ Our network achieves state-of-the-art performance on the Human3.6m dataset and generalizes

well to in-the-wild datasets.


