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Background-Network Intrusion 3

Network Intrusion



Background-SNN

Nvidia Jetson TX2 GoogleNetNvidia Jetson TX2 AlexNetBrainChip Accelerator

E
ff

e
c

ti
v

e
 F

ra
m

e
/S

e
c

/W
a

tt

4

CNN vs SNN CNN and SNN Speed Comparison GPU and SNN Energy Comparison



3.1 Introduction

 Most existing SNN research uses rate-coded leaky 
integrate-and-fire neuron model that is not efficient 
to train

 Discrete spikes are nondifferentiable

 High computational complexity: have to solve differential 

equation for membrane potential during training

 Highly Nonlinear input-output response leads to slow and 

ill convergence. 

 Result: Most existing SNNs are limited to transfer 
learning, can not implement direct training.
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 Analyze the input-output response of SNN 
neurons to show that leaky neurons have a too 
complex and too nonlinear input-output 
response.

 Show that SNNs built with a special SNN neuron 

model can resolve these problems

 Demonstrate superior performance of such SNNs 

over two network intrusion datasets. This is the first 

time SNNs are train over these datasets.
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NSLKDD
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AWID



Analyze Spiking Neuron Response

 N-LIF neuron 
membrane potential

 LIF neuron membrane 
potential
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(i) n-LIF neuron (ii) LIF neuron



 Analyze input-output spike 

timing to derived closed-
form expressions

 LIF neuron has too complex 

and too nonlinear response

Not suitable to build deep SNNs

 N-LIF neuron has desirable 

response

 Appropriate to build deep SNNs
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SNNs Built with n-LIF Neurons

 Develop SNNs with the 
single-spike temporal-
coded n-LIF neuron’s input-
output response equation

𝑒
𝑡𝑗

𝜏 = σ𝑖∈𝑐 𝑒
𝑡𝑖
𝜏

𝑤𝑗𝑖

σ𝑙∈𝑐𝑤𝑗𝑙−
𝑣0
𝜏

 Developed Algorithm 1 for 
training the SNNs

11



Experiments

 Experiment over NSL-KDD Dataset
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Experiments

 Experiment over NSL-KDD Dataset
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Our SNNs have the best 

performance (highest 

accuracy) than 

DNN/CNN, RL, and 

traditional matching 

learning methods



Experiments

 Experiment over AWID Dataset
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Experiments

 Experiment over AWID Dataset
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Our SNNs have the best 

performance (highest 

accuracy) than 

DNN/CNN, RL, and 

traditional matching 

learning methods



Conclusions

 A comprehensive study of SNNs and their application 
in network intrusion detection

 Analyze the input-output response of spiking neurons to find 

the best one to build direct-train SNNs

 Apply single-spike temporal-coded n-LIF neuron to develop 

direct-train SNN framework

 Develop SNNs for network intrusion datasets, and show the 

SNNs outperformed a list of existing methods including the 

DNN-based methods
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Thanks！
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