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1 person in 11 have DiabetesIn 2016, about 39% world’s adults were 
overweight, while 13% were obese

Millions of people are suffering from 
different forms of malnutrition

Cardiovascular disease is the leading 
cause of death globally

Motivation and background (1/2)

One of the most efficient 
ways to prevent dietary 
related chronic diseases is to 
manage the diet properly. 

Images taken from the Internet



MoEvaEon and background (2/2)

• Computer vision based dietary 
assessment normally includes 
food segmentation, recognition 
and volume estimation (food top 
surface and bottom 3D surface)
• Fully annotated training 

databases are required for the 
existing algorithms

Dish detection

Recognition

Meat
Salad

Pasta

3D Model

CHO: 33g

2 captured images

Manual correction

SegmentationInteractive segmentation

Overview of a typical computer vision based dietary assessment system



ParEally supervised mulE-task network for 
single-view dietary assessment 

Only supervised by monocular videos and limited 
segmenta5on maps



SOTA video-supervised depth esEmaEon 
algorithm

Image taken from: T. Zhou, et al., Unsupervised learning of depth and ego-motion from video, CVPR, 2017

It indicates the target view, while It-1 and It+1 are source views

Pixel level View-synthesis loss is applied during network training

Limitation: Poor performance for texture-less areas, while can 
commonly occur in a real life dietary assessment scenario



Our solution

• We propose a network 
architecture that jointly performs  
geometric understanding (i.e. 
depth and 3D plane estimation) 
and semantic prediction on a 
single food image

• The network is trained using 
monocular RGB videos and limited 
semantic ground truth



Network architecture (1/2)

Supervised using semanIc segmentaIon map and monocular videos



Network architecture (2/2)

An attention mechanism is applied 
between the Depth Net and the Seg. Net 
predictions



Loss functions

View Synthesis Loss

Semantic loss

Plane fitting loss

Consistency loss between table plane and 
camera pose



MADiMa database:
60 meals for training
20 meals for tesQng

Canteen database:
82 meals for training
10 meals for tesQng
(captured using normal smartphone)

Captured using both Intel Realsense depth sensor (for depth ground truth) and smartphone (gravity data for table 
orientaDon ground-truth); food volume is annotated using AutoCAD

Each meal contains a short video with ~200 frames

Database



Baseline: Z. Yin and J. Shi, “GeoNet: Unsupervised learning of dense depth, optical flow and camera pose,” CVPR, 2018
Allegra et al., “A multimedia database for automatic meal assessment system”, ICIAP, 2017

Comparison results with SOTA (1/2)
[depth estimation]



Allegra et al., “A multimedia database for automatic meal assessment system”, ICIAP, 2017
Lu et al., The work in fully supervised single view dietary assessment section of this PPT
GeoNet: Z. Yin and J. Shi, “GeoNet: Unsupervised learning of dense depth, optical flow and camera pose,” CVPR, 2018
Monodepth2: C. Godard et al., “Digging into Self-Supervised Monocular Depth Prediction“, ICCV, 2019

Comparison results with SOTA (2/2)
[depth estimation]



S: Seg. Net
A: AKen. Module
P: Plane Net
C: consistency loss

AblaEon study for different proposed modules



Experimental results for table plane es2ma2on, 
food segmenta2on and volume es2ma2on 

Table plane orientation: 

𝑂𝐸 = 𝑎𝑟𝑐𝑐𝑜𝑠( *𝑛! *𝑛∗)
*n is the prediction and *n∗ is the ground truth 

Dehais et al., “Two-view 3D reconstruction for food volume estimation”, TMM, 2017.
Lu et al., “A multi-task learning approach for meal assessment”, MADiMa@IJCAI, 2018.

Absolute scale is retrieved using the ground truth



Conclusions

• Propose parQally supervised network architecture that jointly predicts 
depth map, semanQc segmentaQon map and 3D table plane from a single 
RGB food image, for the first Qme enabling a full-pipeline single-view 
dietary assessment. 

• The training procedure is only supervised by monocular videos with a small 
quanQty of semanQc ground truth.

• Outperforms the SfM-based approach and the SOTA unsupervised 
approach, while achieving comparable performance with respect to the 
fully supervised approach. 



Thank you! 
Ques.ons?
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