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Unsupervised Domain Adaptation(UDA)
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Motivation

Target-specific student network

fed into target data only, to learn a target-
specific feature space.

Target specific
Feature Space




ICPR

25th INTERNATIONAL CONFERENCER

ON PATTERN RECOGNITION
Milan, Italy 10 | 15 January 2021

AY

-

ource-biased
eature Space

Teacher network

existing conventional UDA methods to
provide target pseudo-labels as a
reference

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1




il

25th INTERNATIONAL CONFERENCE
ON PATTERN RECOGNITION
Milan, Italy 10 | 15 January 2021

Competition module

Receive pseudo-labels from teacher and
student network to select more creditable Competition
ones
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Motivation

U Target-specific student network

O To alleviate the source-biased problem, a target-specific student network is built to

learn a target-specific feature space.

d Competition mechanism

O A novel pseudo-label selection strategy, in which pseudo-labels from teacher
network and student network compete to be the final pseudo-label training for

student network.
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Proposed Method
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Proposed Method

Teacher network L, (F.G,) = ZK(G (RO, YY)
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Labeled Source Data D,

Ly, (R D)———Zlog[D(f )= Zlog[l D,(f})]

s i=1 t =l

P

Unlabeled Target Data D,

Ly, (R D)———Zlog[D(h)] Zlog[l D, (h;)]

s i=1 t =L

[1] Y. Ganin and V. Lempitsky.Unsupervised domain adaptation by backpropagation[C].ICML2015:1180-1189.
2] M. Long, Z. Cao, J. Wang, and M. |. Jordan. Conditional adversarial domain adaptation[C]. NIPS 2018:1640-1650..
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Proposed Method

Student network
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Proposed Method

Student network

L (FGy) = 3 (G, (Fy (X)), 91)

nt =1
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Proposed Method

d TSC

dOverall Objective Function

L = I—o1 (Fl’Gl) _M—Dl(Fl’ Dl) +IBLGZ (inGz)
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Experimental Conditions

] Dataset
O ImageCLEF-DA: I, Pand C. 12 categories. 50 images per category.

O Office-31: A, W, and D. 4,652 images in 31 categories.

U Implementation Details
U PyTorch using the SGD optimizer: minibatch size of 36, a weight decay of 0.0005,

and a momentum of 0.95.
O learning rate of the layers trained from scratch are set to be 10 times those of fine-

tuned layers
U A=10andp=0.3
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Quantitative Evaluation

Table 4-1 Accuracy (%) on ImageCLEF-DA for unsupervised domain adaptation (ResNet-50).

Methods [—P P—I I-C C—lI C—P P—C AVG

RestNet-50 74.84.3 91.5#0.3 83.940.1 78.0140.2 65.54.3 91.24).3 80.7

DAN 745404 822402 9284).2 86.3#.4 69.2#.4 89.8#.4 825
DANN 75.040.6 86.0#0.3 96.2#.4 87.0#.5 74345 915#.6 850
JAN 76.840.4 88.0140.2 94.7#).2 89.5#4).3 7424.3 91.7#.3 8538
MADA 75.040.3 87.940.2 96.0#.3 88.8#4.3 7524.2 922+4.3 8538
CDAN 76.740.3 90.63#.3 97.040.4 90.54.4 7454.3 9354.4 871

CDAN+E 777403 90.740.2 977403 91.3#.3 7424.2 0943#.3 87.7

iCAN 79.5 89.7 94.7 89.9 78.5 92.0 87.4

rDANN+CAT 77.240.2 91.0#.3 95540.3 91.3#.3 753#.6 93.634.5 87.3

TSC+DANN  78.3#0.2 92.840.3 96.840.2 90.3#.5 74540.7 96.040.2 88.1

TSC+CDAN  79.0#0.3 93.2#.5 097244 092.7#.2 77.440.4 96.540.3 89.3
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Quantitative Evaluation

Table 4-2 Accuracy (%) on Office-31 for unsupervised domain adaptation (ResNet-50).

Methods A—-W D—-W W—-D A—D D—A W—-A AVG

RestNet-50 68.44.2 96.740.1 99.3#.1 68.940.2 62.54.3 60.74.3 76.1

DAN 80.5#.4 97.140.2 99.6#.1 78.640.2 63.64#.3 62.84.2 804
DANN 82.0#0.4 96.940.2 99.1#0.1 79.7404 682404 674305 822
JAN 85.440.3 974402 99.840.2 84.7#.3 68.6#.3 70.0140.4 84.3
MADA 90.0#40.1 97.440.1 99.640.1 87.8#.2 70.3#.3 66.440.3 85.2
GTA 89.5#.5 97.940.3 99.8#.4 87.74.5 72.84.3 71434 86.5
CDAN 93.1#.2 98.240.2 100.0#0.0 89.840.3 70.1#.4 68.0#0.4 86.6

CDAN+E 94.140.1 98.6#0.1 100.0#0.0 92.9#.2 71.0#.3 69.3#.3 87.7

iCAN 92,5 98.8 100.0 90.1 72.1 68.9 87.2

rDANN+CAT 944401 98.0#.2 100.0#0.0 90.8+1.8 72.2#.6 70.2#4.1 87.6

TSC+DANN  85.0#0.3 98.0#40.1 100.0#0.0 80.3#.4 69.3#).2 67.740.1 83.4

TSC+CDAN  94.640.3 98.2#40.2 100.0#0.0 94.740.1 74.0#.2 71.630.7 88.9
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Quantitative Evaluation
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Fig. 4-1:Accuracy of TSC+DANN on A->W in office-31
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Quantitative Evaluation
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Fig. 4-2: Pseudo-labeling accuracy comparision on task P->C in ImageCLEF-DA.
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Fig. 4-3: The t-SNE visualization of target features on task P->C in ImageCLEF-DA.

Teacher-Student Competition for Unsupervised Domain Adaption 21

Ruinxin Xiao, Zhilei Liu, and Baoyuan Wu



ICPR ,
25th INTERNATIONAL CONF| ERENC ) Y, -4 positive
ON PATTERN RECOGNITION = > 4 )
Milan, Italy 10 | 15 January 2021 B = IRPR &8

i ) e

B

COVID-19

Conclusion

d Conclusion.

O Our proposed TSC significantly outperforms the state-of-the-art domain adaption
methods.
0 More separable target feature space can be achieved by introducing our competition

model to tackle the source-bias problem.

U Future Work

O consider to set the hyper parameter T,, dynamically and smoothly to improve the

performance further
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