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Introduction

⚫ Imbalanced data  problem

⚫ Oversampling

⚫ Undersampling

⚫ Cost-sensitive learning
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1.We use a continuous approach to train GANs to generate 

minority-class samples to solve the imbalanced data problem.

2.We propose an effective imbalanced classification framework 

by leveraging the strengths of variational autoencoder and 

GANs which enables us to identify the accurate boundary of 

classes.

3.Extensive experiments on five widely-used benchmark 

datasets show that our IDA-GAN can generate highquality and 

diverse samples, while maintaining a reasonable overall 

accuracy.
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Conclusions

In this study, we present a novel imbalanced data 

augmentation GAN model named IDA-GAN. In the 

proposed IDA-GAN framework, variational autoencoder 

is used to stabilize the minority and the majority class 

data distribution. The GAN model combined with the 

variational autoencoder could generate more diverse and 

higher-quality images to restore dataset balance.
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