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l Goal:  Training CNNs with unlabeled dataset.

Ø Feature representation of ‘immediate’ (convolutional) layers

Ø Low dimension embedding feature representation

l Application:

Ø Pre-trained feature as initialization

Ø kNN classification, Image retrieval, clustering and so on

Feature Learning
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p How can we find positive samples for contrastive learning in unlabeled dataset?

Challenges
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p Instance based methods ignore inter-image information;

p Clustering based methods exist class-inconsistent samples (noise);

p We need more reliable positive samples.

Motivation

Y. Zhang, C. Liu, Y. Zhou, W. Wang, W. Wang and Q. Ye, Progressive Cluster Purification for Unsupervised Feature Learning, 2020.



PCP consists three components, including Progressive Clustering, Cluster Purification and 
Feature Learning.

Overview
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p IR can learn class discriminative feature representation with solely instance-level 
supervision.

p We go one more step to infer that deep models can extract the underlying class 
information under different grain-level supervision from instance-wise to class-wise. 

p As the total of samples N is tremendous, we implement a linear declining strategy on its 
logarithm to decide the number of clusters.

Progressive Clustering
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p To further make the cluster more reliable and stable to optimize the feature learning under 
supervision of clear pseudo-labels with less noise, we design a Cluster Purification 
mechanism which consists of unreliable sample filtering and unstable sample filtering . 

p Based on the observation that samples near cluster centroids share higher apparent 
similarity, thus they are more likely to belong to the same class. 

p We discard the samples far away from the centroids and temporarily regard each one as a 
distinct class in the subsequent learning procedure.

Cluster Purification
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p Easily distinguished samples are likely to be consistently assigned to the same cluster at 
different iterations of clustering.

p Inspired by this, we propose a voting function which utilizes the previous clustering 
results to quantitatively estimate the class consistency of samples.

Cluster Purification
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p The probability of an input x being recognized as i-th example is  shown in left.

p We develop our instance-wise supervision loss and cluster-wise supervision loss.

Feature Learning
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Pipeline of PCP

Progressive Clustering  Cluster Purification 
 Feature Learning  Progressive Clustering 
 ……

Overview
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l Experiment Setting

Ø Dataset
     Cifar10, Cifar100, ImageNet100, CUB200, PASCAL VOC

Ø Evaluation Metrics
kNN, Linear Classification, Detection

Experiments
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Components Analysis

Experiments
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Curriculum Learning

Experiments
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Comparison
Image Classification

Experiments

Y. Zhang, C. Liu, Y. Zhou, W. Wang, W. Wang and Q. Ye, Progressive Cluster Purification for Unsupervised Feature Learning, 2020.



Comparison
Fine-grained dataset  and initialization for Object Detection 

Experiments
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Class conceptualization

Experiments
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To alleviate the impact of noise samples, we designed 
Ø The Progressive Clustering (PC) strategy to gradually expand the cluster size consistently 

with the growth of the model representation capability.
Ø The Cluster Purification (CP) mechanism to reduce unreliable and unstable noise samples in 

each cluster to a significant extent. 
Ø With warmup training strategy, PCP avoids network focusing on low-level feature for early 

clustering.

Extensive experiments on classification and detection benchmarks demonstrated that the 
proposed PCP approach has improved the classical clustering method and provided a fresh 
insight into the unsupervised learning problem. 

Conclusion

Y. Zhang, C. Liu, Y. Zhou, W. Wang, W. Wang and Q. Ye, Progressive Cluster Purification for Unsupervised Feature Learning, 2020.



Thank you !
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