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• Fully-supervised moment retrieval 

– Input:  

• Untrimmed video & Text query 

• Temporal boundary annotations: [start, end] 

– Output: Corresponding segment: [start, end] 

 

• Weakly-supervised moment retrieval 

– Input: Untrimmed video & Text query 

– Output: Corresponding segment: [start, end] 
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• Motivation 

– Moment candidate relations 

– Variance of temporal scale of video moments 
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• Related work 

– 2D TAN 

– 2D temporal map  

– Temporal Adjacent Net 

• Pros 

– Candidates Relations  

• Cons 

– Variance of temporal scale 

– No supervision signals when start&end labels are 
missing 
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• Method 

– Basic Video and Text Representation 

• 3D CNN spatio-temporal feature  

• Word-embedding & LSTM 

– Multi-scale 2D Temporal Network 

• Multi-scale 2D temporal map of moment candidates 

– Moments Evaluation Module 

• Moments Caption & Evaluation 

– Loss functions 

• Reconstruction loss  

• Reconstruction-guided binary cross-entropy loss 

 



Framework of our method  

 



Multi-scale 2D Representation Learning 

7/15 

• Multi-scale 2D temporal map 

– Basic video segment feature 

– Single-scale 2D temporal map 

 

– Multi-scale temporal sampling on untrimmed video 

 
𝑁𝑗  is the number of sampled segments in the j-th temporal scale, 𝑁𝑠 is the number of scales 

• Multi-scale 2D temporal network 

– Alignment score  
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• Cross-modal fusion 

– Cross-modal feature map are fused by the 
Hadamard product and l2 normalization 

 

 

 

 

 

Multi-scale Text feature Multi-scale Video feature 
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• Moment caption 

– No temporal boundary annotations, we design the 
caption module and make model trainable. 

 

 

Caption Module for text query reconstruction 
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• Loss function 

– Reconstruction loss  

 

– Reconstruction-guided binary cross-entropy loss 

• Pseudo label 

 

 

• RG-BCE Loss 
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• Experiments 

– Dataset 

• Charades-STA & ActivityNet Captions 

– Metric: R@K (Recall at K) 

– Ablation 
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• Experiments 

– Comparasion with SOTA 
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• Disscusion 

 

• Visualization 

 

 

 

 



14/15 

• Conclusion 
– Considering the various temporal scale of moment 

candidates as well as the temporal relations between 
them in weakly-supervised setting 

– Generate more precise moment candidates with various 
temporal scales, facilitate weakly-supervised moments 
evaluation 

• Future work 

– Action focus (person-centric) 

– Action re-identification 
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