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Multi-scale 2D Representation Learning

e Fully-supervised moment retrieval
— Input:
e Untrimmed video & Text query
e Temporal boundary annotations: [start, end]

— Output: Corresponding segment: [start, end]

e Weakly-supervised moment retrieval
— Input: Untrimmed video & Text query
— Output: Corresponding segment: [start, end]
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Multi-scale 2D Representation Learning

e Motivation
— Moment candidate relations
— Variance of temporal scale of video moments

Query: A person is eating a sandwich.
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Query: A person is eating food in a hallway.
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Multi-scale 2D Representation Learning

Query A: 4 guy

e Related work

Query B: 4 guy
talks about playing
the saxophone

Query C: The guy
plays the saxophone
again.

— 2D TAN
— 2D temporal map
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— Variance of temporal scale

Coq;ciinate: (1.4)

— No supervision signals when start&end labels are

missing
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Multi-scale 2D Representation Learning
e Method

— Basic Video and Text Representation

e 3D CNN spatio-temporal feature
e Word-embedding & LSTM

— Multi-scale 2D Temporal Network

e Multi-scale 2D temporal map of moment candidates

— Moments Evaluation Module

e Moments Caption & Evaluation

— Loss functions
e Reconstruction loss
5/15 e Reconstruction-guided binary cross-entropy loss
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Multi-scale 2D Representation Learning

e Multi-scale 2D temporal map
— Basic video segment feature f° € R*

— Single-scale 2D temporal map

j maxpool (f5, fS.1,---, f5), ifo<ue<y<N,
Fow = 0%, else

— Multi-scale temporal sampling on untrimmed video
FM = {pi}
7=1

Nj is the number of sampled segments in the j-th temporal scale, N; is the number of scales

Fj c BNJ XNJ' xd"

e Multi-scale 2D temporal network

— Alignment score P = sigmoid (I-*‘T-‘TF-FE.W)
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Multi-scale 2D Representation Learning

e Cross-modal fusion

— Cross-modal feature map are fused by the
Hadamard product and |2 normalization

Foro = [|[(WTHETEAT) © (W T |
Multi-scale Text feature L. Multi-scale Video feature
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Multi-scale 2D Representation Learning

e Moment caption

— No temporal boundary annotations, we design the
caption module and make model trainable.
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Multi-scale 2D Representation Learning

e Loss function

— Reconstruction loss
N.K L

Lyce = NKL ZZlogP w] } F* R wi,-- L Wi—1)
k=1 =1

— Reconstruction-guided binary cross-entropy loss

e Pseudo label - ;11°° (wf [Fhoshf 1, w1 wa, -+ ywi 1)

| 0, [ > lmax
=4 1-1, lan<Y <l
Yk k> min = Y < bmax
1.-. Ii < lmin

e RG-BCE Loss
N, K . . . .
Lrg—bce — JV:RF Zzyi ]'ng‘,?c + (1 - yi) log (J- _pi)
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Multi-scale 2D Representation Learning

e Experiments

— Dataset
e Charades-STA & ActivityNet Captions

— Metric: R@K (Recall at K)

— Ablation
TABLE III
EXPERIMENT RESULTS WITH MULTIPLE TEMPORAL SCALES (T—SCALE).
. [oU0.3 [oU0.5

T-Scale  Multi-scale RG] R@5 R@1 R@5

64 X 4425 63.66 27.07 51.79
64-24-8 ve 4452  63.70 25.00 52.05
64-24-6 v 4799 6641 21.09 44.30
64-24-4 ve 49.79 72.57 29.68 58.66
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Multi-scale 2D Representation Learning

e Experiments
— Comparasion with SOTA

TABLE 1

PERFORMANCE COMPARISON RESULTS ON CHARADES-STA DATASET.

Method Training loti0.5 loto.7
R@l R@5 R@] R@5
Random - 8.61 37.57 339 14.98
VSA-RNN Full 1050 48.43 432  20.21
VSA-STV Full 1691 53.89 5.81 23.58
CTRL [4] Full 2363 5892 880 2052
2D-TAN [27] Full 39.70 80.32 2331 51.26

TGA [14] Weak 19.94 6552 8.84 33.51
LoGAN [21] Weak  34.68 7430 1454 39.11
SCN [13] Weak 2358 71.80 997 38.87
Ours Weak  30.38 69.60 17.31 34.92

TABLE 11
PERFORMANCE COMPARISON RESULTS ON ACTIVITYNET CAPTIONS
DATASET.
Method Training lot0.3 lot0.5
R@l R@5 R@] R@5
Random - 18.64 5278 7.63 2049
VSA-RNN Full 39.28 70.84 2343 55.52
VSA-STV Full 4171 71.05 2401 56.62
CTRL [4] Full 4743 7532 29.01 59.17
2D-TAN [27] Full 59.45 8553 4451 7713
WS-DEC [3] Weak  41.98 - 23.34 -
WSLLN [5] Weak  42.80 - 22.70 -
SCN [13] Weak  47.23 7145 2922 55.69
Ours Weak  49.79 72.57 29.68 58.66
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Multi-scale 2D Representation Learning

TABLE IV
EXPERIMENT RESULTS WITH DIFFERENT LOSS WEIGHT.

® D i SS C u S i O n 1oU0.3 1oUO0.5

Loss weight —mar——@s R@l R@s
2=05  47.00 7462 21.63 54.01
A=LO 4979 7257 29.68 58.66
A=20 4385 79.98 2468 59.67

e \isualization

A Query: The person throws their dirty clothes onto a sofa. D Query: The person sits down in a chair.

22.5  Score:0.35 Reconstruction loss: 0.26 24.7

| B. Query: The person opening a refrigerator in the dining room. | E Query: A person sits on a bed with a pillow.

0.0 Score:0.30 Reconstructionloss:042 7.4 ‘ 454 Score:058  ReconstructionlossiOA1 489
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Multi-scale 2D Representation Learning

e Conclusion

— Considering the various temporal scale of moment
candidates as well as the temporal relations between
them in weakly-supervised setting

— Generate more precise moment candidates with various
temporal scales, facilitate weakly-supervised moments
evaluation

e Future work
— Action focus (person-centric)
— Action re-identification
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liding2019@1ia.ac.cn

15/15



