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Multi-domain Learning Paradigms

|  3Not all domains are equally complex: Adaptive Multi-Domain Learning 



Adaptive Multi-domain Learning [Method]
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The parallel configuration of domain specific adapters 
within two consecutive convolution layers. The partition of the base model into K non-

overlapping blocks of layers adapted with An.
Exit modules are placed after every portion of
the base model.

S. Rebuffi, H. Bilen, and A. Vedaldi. Learning multiple visual domains 
with residual adapters. In Proc. NIPS, 2017. 
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Exit Modules [Method]
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Datasets
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Dataset no. classes training validation testing

Aircraft 100 3334 3333 3333

CIFAR-100 100 40000 10000 10000

Daimler Ped 2 23520 5880 19600

D. Textures 47 1880 1880 1880

GTSRB 43 31367 7842 12630

ImageNet 1000 1232167 49000 48238

Omniglot 1623 19476 6492 6492

SVHN 10 47217 26040 26032

UCF101 Dyn 101 7629 1908 3783

VGG-Flowers 102 1020 1020 6149

Not all domains are equally complex: Adaptive Multi-Domain Learning 



Experimental Results
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Conclusions
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• We proposed an adaptive method for incremental multi-domain 
learning for reducing the required base model parameters and 
the domains specific parameters added for domains with 
different levels of complexity. 

• We showed through experimentation that the same levels of 
performance can be achieved with only a portion of the base 
network and its corresponding adapters for some less complex 
domains. 

• Our approach encourages an efficient adaptation of multi-
domain paradigms using domain agnostic parameters. 
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