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Problem Definition
• RGB-Infrared Person Re-Identification 

Query:
RGB

Under poor lighting condition? 

Gallery:

(b) Persons captured by infrared 
camera at night
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Gallery:

Example RGB Images 

(a) Persons captured by visible 
camera at night
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Motivations

Challenges:
vInter-Modality Discrepancy

vIntra-Modality Discrepancy
vAbundant Noise

vCross-Camera Variations

v...



Main Idea

Ø Multi-Scale Part Aware Attention module (MSPAC)
It incorporates structured semantic information and local salient information into a 
unified global representations

Ø Marginal Exponential Center loss (MeCen)
It  learns modality-invariant correlations which enables images of the same identities to 
cluster compactly in feature space regardless of the modality form



Multi-Scale Part-Aware Cascading Framework (MSPAC)

v Part Feature Aggregation in Cascading Framework 

Ø Stage1: Fine-grained feature partition

Ø Stage2: Hierarchical part aggregation

Ø Stage3: Global representation unification



Multi-Scale Part-Aware Cascading Framework (MSPAC)

v Attention Mechanism with Two-branch Structure

ØTrunk branch: original global 
feature

ØAttention branch: Spatial attention 
and Channel attention



Multi-Scale Part-Aware Cascading Framework (MSPAC)

v Attention Mechanism with Two-branch Structure

Ø What to focus on?

Ø Where to focus?

Ø Final feature output 



Marginal Exponential Center loss (MeCen)

Ø reducing acceptable variances among easy examples 

Ø imposing strong exponential constraints on hard positive examples



Experiments
Comparison with State-of-the-Art Methods on SYSU-MM01 dataset



Experiments
Comparison with State-of-the-Art Methods on RegDB dataset



Experiments
Ablation Studies on SYSU-MM01 dataset

1. Effectiveness of Pyramid Part-aware 
Attention Mechanism

2. Effectiveness of Hierarchical Part 
Aggregation Architecture



Experiments
Ablation Studies on SYSU-MM01 dataset

3. Effectiveness of Marginal Exponential Center 
Loss

4. Visualization Results: attention score 
in heat maps

Attention maps in middle and right column are results 
of Baseline model and ours model respectively



Experiments

Visualization of clustering performance of MeCen in comparison with
the BDTR baseline on the SYSU-MM01 dataset

BDTR Ours



Conclusions

• A multi-scale part aware mechanism in both channel and spatial 
dimension.

• A hierarchical part aggregation architecture in a cascading fashion

• A novel MeCen loss to model cross-modality correlations


