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• Data scarcity

• Apply knowledge learnt from different but related domains

Background – Transfer Learning
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Background – Problem
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• The truly domain-invariant feature is hard to achieve.
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Key Idea

• Enlarge the source training populations 

• Randomly corrupt the source data using some noise

• Idea case is with infinite corruptions

• Marginalized solution to simulate the idea case without conducting any corruptions



Proposed Method

A linear logistic regression model used as the training model:

The Learning Objective:

Assuming we have J different versions of corruptions, then we can

By using trace operator and simplifying notations, we have



Proposed Method

With , we obtain: 

Finally, we obtain the closed-form solution as:

Using dropout noise, we have:



Experimental Results 
• Results on New Feature Representation Learned from Subspace Methods

RTM is superior to the conventional transfer model on various transfer tasks.
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