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01 Background



Background

• What is text classification

• A task to annotate a given text sequence with one or multiple class labels.

• What is graph convolutional network

• A Graph Convolution Network (GCN) is a multi-layer neural network that 
directly operates on graph structures and learns node embeddings based on 
their neighbors

• Our work: build a label-incorporated GCN and transform text 
classification problem into node classification problem 



Background

• The difference between existing studies and our work

• Previous works only consider the text information while building the graph, 
heterogeneous information such as labels is ignored.

• Eg:TextGCN (L. Yao, C. Mao, and Y. Luo, 2019)

• We treat labels as nodes in the graph which also contains text and word nodes, 
and then connect labels with texts belonging to that label
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Label-incorporated GCN

• Heterogeneous Text Graph Construction

• Word-Word Subgraph: captures word co-occurrences in local contexts

• Word-Text Subgraph:captures word-co-occurrences in text level

• Text-Label Subgraph

• Connect text with its corresponding labels, through this connection  we incorporate and 
propagate the label information through text-label-text paths.



Label-incorporated GCN

• We send the heterogeneous graph into GCN for classification

• Loss function:
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Experiment
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Conclusion

• What we do?
• We build a novel heterogeneous graph convolutional network for text 

classification by adding label nodes to the graph

• We designed an auxiliary classification loss function of the label embeddings
to enhance the interpretability of label representations.

• Experimental results demonstrate the superior performance of the proposed 
model over baselines on several text classification benchmark datasets.

• Future

• In the future, we will apply our models to other scenarios and applications 
leading to a more general framework.
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