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Motivation

Contextual Classification

WHAT'S THE RIGHT (ONTERN
FOR THE ORIGINAL GOAL!

EQUIREMENTS:
o  RELATED T THE GOAL

o N0 ADDITIONAL LABELS

+ Denoising? i
g? + Colorization? + Jigsaw?
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MAIN TASK




Multi-Task
Learning Problem

with an auxiliary
task that is more

directly related to
the main task
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How to Group
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Joint Tramlng
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Joint Prediction:
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Ablation Analysis
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Advantage: More Structured Predictions
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More Structured Predictions: False Positives
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SSAL models are
more explainable
thanks to the
grouping criterion
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