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What is Video Anomaly Detection?

Detect abnormal events in surveillance video data.

Infeasible to gather all anomaly video data.

Outlier detection – only train with normality, test to detect abnormality



GMM-DAE: Model Overview

Figure: The proposed GMM-DAE model.



GMM-DAE: Training

Train Autoencoder (Eq. 2.):

𝑿: 𝑛 uncorrupted images.
෡𝑿: 𝑛 output images,                                          

: ℓ2-regularization on the weights by a factor 𝛽.



GMM-DAE: Training
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Train GMM (Eq. 3-11): Expectation-Maximization.

Initialization: 

KMeans++
Convergence

…



GMM-DAE: Anomaly Inference

Anomaly Inference (Eq. 12-15):
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GMM-DAE: Experiments & Analysis

Table: Frame-level AUROC curve (%) 

comparison with other baseline models, 

on three datasets (Higher is better). 

Table: Frame-level AUROC curve (%) on the 

UCSD Ped2 dataset using different components 

of the proposed GMM-DAE model.



GMM-DAE: Experiments & Analysis

Figure: Performance analysis on the UCSD Ped2 dataset.



GMM-DAE: Experiments & Analysis

Figure: Distribution of the generated manifolds based on the normalized anomaly scores using PSNR 

values (left: OI+PSNR) and latent likelihood values (right: OI+LL) on the UCSD Ped2 test videos. 

Each color represents a range of anomaly scores.



Future Work

 We want to remove the object detector (because it causes miss-detection issue).

 Model training in an end-to-end way.

 Design a model to perform robust and accurate pixel-level detection.



Thank you for listening, Q?

Stay safe, be happy


