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Introduction

Metric-based few-shot learning
• classify unseen data instances into a set of new 

categories, given just a small number of labeled 
instances in each class

• represent image data in an appropriate feature space 
and use a distance metric to predict image labels

Challenge

• extract features from samples independently

• few  pay enough attention to the discriminability of 
the extracted features



Methodology

Task-Relevant channel Attention module

• enhance the feature discriminability

• The Squeeze Layer form a channel descriptor which 
represented as the instance-level channel context

• The Attention Transformer transform the channel 
descriptor into task-level channel attention by looking 
at the whole support set.



Methodology

Squeeze Layer
Attention Transformer



Methodology

Task-Aware Attention Network



Experiments
Results on two benchmark datasets



Ablation studies

Effectiveness of our TRACM



Ablation studies

Visualization with Class Activation Mapping



Thank you
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