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Problem

Nighttime pedestrian detection is a fundamental task for many practical applications,  

such as autonomous driving. Some works propose to detect pedestrians at night by 

multi-modal data (e.g. thermal and RGB), but the thermal sensor is expensive and not 

widely available in robotics or surveillance systems. 

Thus detecting only with RGB images is important, and it is also seldom explored 

in previous literatures. 



Motivation

At daytime, CNN features at pedestrian region show high responses 

at pedestrian regions, with minimal noise at the background.  

In contrast, at nighttime, CNN features fail to trigger high responses 

at pedestrian regions while contain much noise at the background，
resulting in false negatives and positives, respectively.

To improve feature discrimination, we propose feature attention 

module.



Motivation

Compared to daytime, pedestrians under adverse 

illumination trigger weaker responses. 

These examples are hard positive examples and 

close to the classification boundary.

We propose feature transformation module to 

push dark examples to approach bright ones.



Methods

Overall Architecture



Methods

Feature Attention Module

Low- and high- level features usually carry 
different levels of semantic information. 
Applying the same attention map to 
different level features is sub-optimal.

Thus we use a light-weight segmentation 
module to produce two attention maps:    
- segmentation masks 
- segmentation features

Segmentation masks can effectively 
suppress background noises. And 
segmentation features can enhance the 
pedestrian region. 
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Ablation Study



Results
Qualitative Results
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Comparison with SOTA
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