
Self-Play or Group Practice: 
Learning to Play
Alternating Markov Game in 
Multi-Agent System
CHIN-WING LEUNG, SHUYUE HU AND HO -FUNG 
LEUNG



Abstract
o We consider a population of agents each independently learns to 

play an alternating Markov game (AMG)

o We propose a new training framework ---group practice--- for a  
population of decentralized RL agents

o The convergence result to the optimal value function and the Nash 
equilibrium are proved under the GP framework

o Experiments verify that GP is the more efficient training scheme than 
self-play (SP) given the same amount of training



RL in competitive multi-player 
games
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Collaborative Learning in 
Educational Psychology



Group Practice



Proof of convergence



Experiments



Environments
o Connect Four: 4x5

o Connect Four: 6x7

o Hex: 7x7



Models
o Connect Four: 4x5 → standard Q-learning

o Connect Four: 6x7 → Deep reinforcement learning with MCTS

o Hex: 7x7 → Deep reinforcement learning with MCTS



Training Schemes
o Number of agents per scheme = 48

o SP-0.0: agents are trained under SP;

o SP-0.2: agents are trained under SP with an additional exploration 
probability of 0.2;

o GP-RGS: agents are trained under GP with random grouping scheme;

o GP-LGS-6: agents are trained under GP with local grouping scheme 
with group size 6;

o GP-LGS-12: agents are trained under GP with local grouping scheme 
with group size 12.



GP agents matching against SP 
agents



SP, GP agents matching against 
90-percent perfect player



Conclusion
o We propose the new group practice (GP) training framework for a 

population of decentralized RL agents

o We prove that for a population of Q-learning agents, training via 
group practice will naturally result in the convergence to the optimal 
value function and the Nash equilibrium

o We show that given the same amount of training, agents trained via 
group practice generally defeat those trained via self-play across 
diverse settings

o We also show that the learning effectiveness can even be improved 
when applying local grouping to agents
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