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Motivation

 DNN-based recognizers require a huge amount of labeled data for training, but data collection and annotation 

is usually cost-expensive and time consuming in practice.

 We found that existing data augmentation strategies for scene text images suffer from the problems of  under-

and over-diversity, due to the complexity of text contents and shapes.

 To address this issue, we propose a sample-aware  augmentor to balance the diversity and affinity of samples. 



Contribution

 We propose a sample-aware data augmentation framework for scene text images. To the best of our knowledge, 

this is the first work that integrates the affine and the elastic transformation methods in a unified framework.

 Our data augmentor mainly consists of three parts: gated module, affine transformation module, and elastic 

transformation module. Moreover, we design a loss function for the data augmentor based on the learning 

progress of the scene text recognizer. Thus our data augmentor adaptively generates the augmented samples 

based on the properties of training samples and the recognition capability.

 Extensive experiments on various benchmarks show that our data augmentation framework significantly 

improves the performance of the state-of-the-art scene text recognizer.



Architecture

The overall architecture of our data augmentation framework.



Architecture

 Gated Model

 Affine Transformation Module



Architecture

 Elastic Transformation Module

 Adversarial control Loss(ACL)



Experiments

 Ablation Study



Experiments

 Integration with State-of-the-art Methods
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