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| Motivation

= DNN-based recognizers require a huge amount of labeled data for training, but data collection and annotation

Is usually cost-expensive and time consuming in practice.

= \We found that existing data augmentation strategies for scene text images suffer from the problems of under-

and over-diversity, due to the complexity of text contents and shapes.

= To address this issue, we propose a sample-aware augmentor to balance the diversity and affinity of samples.

22707 A IS3N TSNS Affine @

AN Elastic ()

[Sarety [ % - - uilding (ISR

Input .




| Contribution

= \\e propose a sample-aware data augmentation framework for scene text images. To the best of our knowledge,

this is the first work that integrates the affine and the elastic transformation methods in a unified framework.

= Our data augmentor mainly consists of three parts: gated module, affine transformation module, and elastic
transformation module. Moreover, we design a loss function for the data augmentor based on the learning
progress of the scene text recognizer. Thus our data augmentor adaptively generates the augmented samples

based on the properties of training samples and the recognition capability.

m Extensive experiments on various benchmarks show that our data augmentation framework significantly

improves the performance of the state-of-the-art scene text recognizer.




| Architecture
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| Architecture

s Gated Model
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| Architecture

= Elastic Transformation Module [ PT 1\
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Fig. 3. Text image transformation with TPS. The black arrow represents the
transformation I'g, connecting the points on the augmented sample and points o at
on the input sample. P’ is the control points on the input sample. P is the si=1lg- S
control points on the augmented sample.
= Adversarial control Loss(ACL)
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TABLE 11
ABLATION STUDIES ON THE SIZE OF TRAINING DATA AND TYFE OF

]
| EX p e r I I I l e I ltS TRANSFORMATION WITH THE SETTINGS OF K = &,

Method Real-50k [ Syn-10k [ Syn-30k [ Syn- 100k

Baseline 63.5 253 58.6 66.0
ATM 714 37.1 63.6 694
ETM 72.3 384 64.6 70.8
ATM—ETM 718 325 639 6Y.3
i ETM—ATM 7.3 337 64.3 70.3
|
Ablatlon StUdy ATM+ETM 734 3n5 65.1 71.0

GM+ATM+ETM | 74.6 41.6 66.0 71.8

TABLE 11
ABLATION STUDIES ON THE NUMBER OF CONTROL POINTS IN ETM
Accuracy of Testing Set Loss of Traning Set
— Baseline K| IIT5K | SVT | ICO3 | ICI3 | SVT-P | CT80 | IC15
0.7 17.5 — GM+ATM+ETM+AL
—— GM+ATM+ETM+ACL (&) 39.3 37.2 | 497 | 46.7 223 160 | 21.4
0.6 ] 42.3 399 | 53.2 | 48.6 285 16.3 | 25.7
o 10 39.6 37.2 | 489 | 454 259 174 | 21.9
- 12| 43.8 [36.2 | 51.7 [ 480 | 25.1 | 198 | 255
; 0.4 14 385 37.6 | 524 | 44.8 256 139 | 243
b 0.3
0.2 TABLE IV
. Baceline ABLATION STUDIES ON THE LOSS FUNCTION.
0.1 —— GM+ATM+ETM+AL THE TRAINING DATASET 15 REAL-50K.
— GM+ATM+ETM+ACL
o3 25 50 75 100 125 o 25 50 75 100 125 Loss function | ATM | ETM | GM+ATM+ETM
Epach Epoch £a 682 | 674 69,1

fac 71.4 | 72.3 74.6

LT = TV



| Experiments

= [ntegration with State-of-the-art Methods

TABLE V
WORD ACCURACY ON IRREGULAR TEXT. “REIM™ IS OUR
RE-IMPLEMENTED ASTER. “*” DENOTES THE RESULT IS FROM

RE-IMPLEMENTATION OF OTHERS. ROADBSIG N PeTe S1GV |
Method Irregular Text ESTATE [ETYIETT _ _
(CI5 | VTP | CT30 Express [THIN VTR e ond
Shi, Bai, and Yao [32] - 668 | 549 e
Shi et al. [33] i 71.8 | 592 L] raised Seigs r#/s€ec
Liu et al. [34] - s |- PhonesECORALIEC = rvcr >V onesECORN |
Yang et al. [35] - 75.8 69.3 _ LV 24 _ serve _‘ iva _
Cheng et al. [36] 70.6 T1.5 63.9
Liu, Chen, and Wong [37] 60.0 73.5 -
Cheng et al [38] 68.2 | 73.0 | 768 Fig. 5. Visualization of augmented samples (right) on scene text images.
Bai et al. [39] 73.9

Liu et al. [40] - 73.9 62.5
Luo, Jin, and Sun [41] 68.8 76.1 77.4

Liao et al. [2] = - 79.9
ASTER [16] 76.1 78.5 79.5
ASTER* [10] 75.8 77.7 79.9
+ Luo et al. [10] 76.1 79.2 34.4
ASTER(Relm) 77.3 80.3 80.6 * * i

+ours 78.6 81.7 84.7 I 11 | [, | |
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