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Problem Statements

• The degradation problem is still an open issue for deep learning 
(including in ResNets): with the increasing of network depth, 
optimization/learning difficulties grow as well. 

• Projection shortcuts in ResNets can play an important role in the network 
architecture, as they are found on the main information propagation 
path and can thus directly perturb the signal or cause information loss.  

• In the original ResNet, in the bottleneck building block the only 
convolution responsible for learning spatial filters receives the least 
number of input/output channels.
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Contributions

➢We introduce a network architecture for residual learning based on 
stages 

➢We propose an improved projection shortcut that reduces the 
information loss 

➢We present a building block that considerably increases the spatial 
channels for learning more powerful spatial patterns 

We successfully train a 404-layer deep CNN on the ImageNet dataset and 
a 3002-layer network on CIFAR-10 and CIFAR-100
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Improved information flow through the network
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Improved projection shortcut
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Grouped building block
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Proposed architectures
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Results
Validation error rates (%) comparison results of iResNet on ImageNet
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Results

Training and validation curves on ImageNet for ResNet and iResNet on 50, 101, 152 and 200 layers.
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Results

Error rates results of iResNet on ImageNet with extreme depth: 302 and 404 layers.  
P stands for parameters.

10Code and models are publicly available at: https://github.com/iduta/iresnet

https://github.com/iduta/iresnet


Results

Extreme depths
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Results

Classification error (%) on CIFAR-10/100. For 164 layers train the model five times and show ”best(mean±std)”.  
P stands for parameters (in millions).
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Results

Video recognition error rates (%), parameters are in millions.
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Results

Validation error rates (%) comparison results of ResGroup on ImageNet.
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Results

Proposed backbones on SSD object detector with 300×300 input image size (results on COCO val2017).
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Results
Single-crop error rates (%) comparison with other networks on ImageNet validation set. 
 † some approaches use larger image crops than 320×320, Inception family uses 299×299.
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Conclusion

• We proposed an improved version of residual networks with improved 
learning convergence and recognition performance without increasing 
the model complexity.  

• Our improvements address all three main components of a ResNet: 
information propagation through the network, the projection shortcut, 
and the building block.  

• Our proposed approach facilitates training of extremely deep 
networks, showing no optimization issues when training networks with 
over 400 layers (on ImageNet) and over 3000 layers (on CIFAR-10/100).
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Thank you!
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