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Motivation

• In few-shot classification methods, it's a widely used approach to embed each class 

into one embedding vector (a class-level feature)

• In most situations this is done by an average operation on all support samples from 

that class.

• This works perfectly when the quantity of samples is large. In the opposite situation, 

this will introduce unavoidable bias since a single outlier does great harm to the 

arithmetic mean.
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Proposed method

• We propose to iteratively generate class-level features less influenced by outlier support samples. 
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Benchmark Results

• Results on miniImagenet and tieredImagenet, compared upon various backbones.
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Summary

• Iterative Feature Selection Mechanism

• Filtering out the outliers in the support set to get more representative class-level features

• More representative class-level features lead to more accurate classification

• Adopting an iterative process to fulfill this
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