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Motivation (Binary Classification at Time Step t and u)
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Concept Drift



Data Streams & Concept Drift

• Data streams are potentially unbounded.

• Data streams underlie change (e.g. due to changing customer behaviour).

• We call a distributional change between time step t and u concept drift, i.e.

• Concept drift may significantly reduce predictive performance, if the predictive
model f does not adapt (fast enough).

A Possible Solution: Concept Drift Detection Models
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Requirements

Concept drift detection models should …

• … detect distributional change with a short delay.

• … produce few false positives, i.e. be robust to random perturbations.

• … be time/memory efficient.

Additionally, we propose that concept drift detection should …

• … consider changes of the optimal model parameters .

-> Property 1: Model-Aware Concept Drift Detection

• … should be explainable. 

-> Property 2: Explainable Concept Drift Detection
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The ERICS Model (I)

Intuitively, if we train at every time step t, we optimize the parameters with
respect to the active concept .  

Hence, changes in the distribution (uncertainty) of indicate real 
concept drift.

Taking inspiration from [1], we model concept drift as a difference in the marginal 
likelihood w.r.t       and      :

[1] Haug, Johannes, et al. "Leveraging Model Inherent Variable Importance for Stable Online Feature Selection." Proceedings of the 26th ACM 
SIGKDD International Conference on Knowledge Discovery & Data Mining. 2020.
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The ERICS Model (II)

We show that this difference of marginal likelihoods can be expressed in terms of
the differential entropy h and Kullback-Leibler divergence DKL:

At every time step t, we compute the moving average MAt of the above expression. 
We then detect concept drift as follows:

where is dynamically updated.
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Experiments (I)

ERICS is model-agnostic. 

For illustration, we specified …

• … a binary target variable.

• … a Generalized Linear Model with a Probit link.

• … normally distributed model parameters, i.e.                  .                .

Besides, we used 10 synthetic and real-world data sets and compared our
framework to 6 related concept drift detection models.
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Experiments (II)
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Average delay in no. of batches. We counted drift alerts (TP, FP, FN) w.r.t. different 
detection ranges (i.e. permitted delay in no. of

batches).
We then computed the F1 score (i.e. the harmonic

mean of precision and recall)

Partial Drift Detection on MNIST (Explainability
Property).



Summary

ERICS is a generic concept drift detection framework that …

• … can exploit the parameters of almost any predictive model.

• … provides partial drift detection at the input level.

• … can outperform state-of-the-art models w.r.t. both the delay and precision of
concept drift alerts.
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https://github.com/haugjo/erics

www.uni-tuebingen.de/dsar

johannes-christian.haug@uni-tuebingen.de
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