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Problem Objective

Image taken from the IACNN paper by Zibo et al. FG 2017 2



TER-GAN  

Transfer-based Expression Recognition 
Generative Adversarial Network (TER-GAN)
• Disentangle expression features from the identity 

information
• Identity-invariant expression representation learning 

for FER
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Architecture of TER-GAN
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TER-GAN

Discriminator: The main objective of D is three-fold:

• To classify between real and fake images

• To categorize facial expressions

• To recognize the identities of expression images
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TER-GAN

Generator: The goal of G is to:

• Disentangle expression features from the source image

• Extract identity features from the target image

• Synthesize an expression image to fool D to classify it to the 
expression of the source image and the identity of  the target 
image
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Adversarial Expression Consistency Loss

Encoder Ges: The goal of Ges is to:

• Learn an identity-invariant expression embedding

• A discriminator Des is trained on top of expression 
embedding
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The total TER-GAN loss is given by:
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Experimental Results

Method Setting Accuracy

STM-Explet
STCAM
IACNN
DeRL

Dynamic
Dynamic

Static
Static

94.19
99.08
95.37
97.30

CNN(baseline)
TER-GAN without LDes

TER-GAN(Ours)

Static
Static
Static

91.64
94.93
98.47

CK+
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Experimental Results

Method Setting Accuracy

STM-Explet
STCAM
PPDN
DeRL

Dynamic
Dynamic

Static
Static

74.59
91.25
84.59
88.0

CNN(baseline)
TER-GAN without LDes

TER-GAN(Ours)

Static
Static
Static

73.14
82.74
89.14

Oulu-CASIA
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Experimental Results

Method Setting Accuracy

Berretti et al.[1]
Yang et al.[2]

Lo et al.[3]
DeRL

3D
3D

2D+3D
Static

77.54
84.80
86.32
84.17

CNN(baseline)
TER-GAN without LDes

TER-GAN(Ours)

Static
Static
Static

75.63
81.25
84.83

BU-3DFE
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Experimental Results

Method Setting Accuracy

STM-Explet
STCAM
IACNN
DeRL

Dynamic
Dynamic

Static
Static

75.12
82.21
71.55
73.23

CNN(baseline)
TER-GAN without LDes

TER-GAN(Ours)

Static
Static
Static

60.37
67.81
74.69

MMI
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Experimental Results

Method Setting Accuracy

CNN(baseline) Static 75.63

TER-GAN(Ours)
train on BU-4DFE, test on BU-3DFE

Static 73.97

Cross dataset validation
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Thank You!
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Questions?
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