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Motivation
 Problem:

 Most of previous VOS methods rely on pixel-level matching

on the whole image while the targets only occupy a small

region. It may cause two problems:

 1 、 Calculating on the entire image brings additional
computation cost.

 2 、 The whole image may contain some distracting
information resulting in many false-positive matching points.

 Proposed Solution:

 We search the target only in the region around
the target’s previous location.

 We decouple mask learning as the dynamic
convolution kernel prediction and mask feature
learning problem.



Contribution

 We design an effective video object segmentation
framework that can perform end to end offline learning
with deep convolution neural networks on well-annotated
datasets.

 We reformulate the mask learning problem as a dynamic
kernel prediction problem, which avoids pixel-level
matching and can calculate in a small region.

 Experiments on DAVIS 2016/2017 datasets prove that the
proposed method can run at 35 frames per second on
NVIDIA RTX TITAN while preserving competitive accuracy



Method



Experiments
 We evaluate our approach on DAVIS-2016 and DAVIS-2017, and compare our method 

with the previous state-of-the-art approaches. 



Conclusion

• In this work, we propose a Siamese dynamic mask estimation

network for video object segmentation, which consists of a Siamese

feature extraction network and a mask estimation head.

• We train the whole framework in an end-to-end manner. Our

network can run at 35 frames per frame while preserving

competitive accuracy.


