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A Discriminant Information Approach to
Deep Neural Network Pruning



Overview 
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DNN acceleration
o Motivation for feature-map pruning

o Taxonomy & challenges

Proposed Discriminant Information Feature-map pruning
o Quantifying feature-maps discriminant power

o Differential discriminant for channel pruning

o Intra-layer mixed precision quantization

o Performance evaluation and inference speedups

Summary



Feature-map Pruning: One of Many Efficient DNN Methods
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Optimization goals for network inference
o Reduce network model size

o Speedup network execution time

o Maintain model accuracy

Observation that inspires feature-map pruning
o Biology: not all neurons are activated to solve a task

o Neural network:
• Trained model has many redundant feature-maps, 

pruning which causes little degradation
• Feature-maps can have (nearly) all 0s due to ReLU

Most of feature-maps have (nearly) all 0s 
(ResNet50 on ImageNet)



Taxonomy & Challenges 
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o Core of feature-map pruning – determine which feature-maps to prune based on a importance 
characterization metric 

o Existing pruning methods
• Importance metric based on filter weights information, e.g. filter norm, filter geometric median
• Current discriminant feature-map pruning requires auxiliary cross-entropy losses for 

measuring and selecting feature-maps – retraining step is heavy in both computation time and 
human labor. 

o Many importance metric performs no better than random selection



Proposed Feature-map Pruning Method
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o Quantifying feature-map discriminant power
o Multi-class discriminant analysis

o Relation to predictor learning

o Differential discriminant for feature-map pruning
• Given a desired channel sparsity 𝜅!, we aim to find 𝜅!𝐶! channels that maximally preserve the 

discriminant power
• Channel importance by measuring influence on the DI value, i.e. the difference of DI value when 

𝑚"
! = 1 (channel 𝑗 is present) and 𝑚"

! = 0 (channel 𝑗 is pruned)

• By relaxing the binary constraint on the indicator vector 𝒎!, 𝜙"! can be approximated by the 
derivative of DI with respect to 𝑚"

! (differential discriminant)



Performance Evaluation
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o Pruning ResNet-18/50 and MobileNetV2 on ImageNet



Performance Evaluation (Cont.)
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o Quantization results of compression ResNet50 on ImageNet

o Practical latency speedup



Summary
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o A feature-map discriminant perspective for feature-map pruning in deep neural networks

o Theoretical guidelines to effectively quantify the feature-map discriminant power

o An intra-layer mixed precision quantization scheme to further compress the network based on the 

same metric

o DI-based greedy pruning algorithm to automatically decides the target pruned architecture

o Experiments on various CNN architectures and benchmarks validates the effectiveness of our 

method


