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Semantic Textual Similarity

- Evaluate the similarity between two sentences (Regression task)

- Semantic Textual Similarity benchmark (STSb), Korean STS (KorSTS), SemEval-2017 

Spanish, and SemEval-2017 Arabic



Machine Reading Comprehension (MRC)

- Understand a paragraph and answer the question

- Stanford Question Answering Dataset (SQuAD), Korean Question Answering Dataset 

(KorQuAD), and Spanish SQuAD (SQuAD-es)



Sentiment Analysis

- Large Movie Review Dataset (LMRD) and Naver Sentiment Movie Corpus (NSMC)



Cross-lingual Mapping for Fine-grained Alignment of Sentence Embeddings

- Use linear algebraic methods to compute a projection matrix that achieves fine-grained 

alignment of sentence embeddings across different languages

Source language A Target language B



Unaligned: 0.4636 (cosine similarity)  Aligned: 0.7131

Cross-lingual Mapping for Fine-grained Alignment of Sentence Embeddings - Results

Unaligned English (source) Aligned English via Korean (Target)



- This paper focuses on the empirical validation of the cross-lingual transfer 
properties induced by XLM pretraining

- Experiment with XLM-RoBERTa (XLM-R), a large cross-lingual language model

- Tasks including semantic textual similarity, machine reading comprehension, 
sentiment analysis

- Cross-lingual transfer be most pronounced in STS, the sentiment analysis the 
next, and MRC the last

- Compute matrix projections linear algebraically that directly map sentence 
embeddings of one language to another to analyze the effect of fine-grained 
alignment of sentences in zero-shot cross-lingual transfer


