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Introduction

 Convolutional neural networks (CNNs) are well 
adopted for computer vision tasks. 

 Since AlexNet, the complexity of CNNs is ever 
increasing i.e. deep ResNet.

 Manual network design demands substantial 
engineering effort.

 NAS has emerged as a task of automating the 
network design process.

 Idea: Given any dataset, find the best network.
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Differentiable Architecture Search

 DARTS models search task as differentiable.

 Uses bilevel optimisation with gradient descent. 

 P-DARTS suggests to search progressively.

 ‘NAS Evaluation is Frustratingly Hard’ also studies 
DARTS’ search space.
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Issues

 Progressive searching matters?

 Is it the expertly crafted search space?

 Cell structure is complex.

 Which factor helps discover better results?

 Limited understanding. 
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Contributions

 We investigate which components influence 
resulting cells the most:

– Search network depth

– Operation type

– Cell configurations

 We alleviate skip connection bias problem.

 We significantly speed up search.
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Effect of search depth and operation 
type

We split the search spaces such that searching within each is possible 
for deeper networks without running into memory limitations.

Each search space also has skip connection and pooling operations.
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Effect of search depth and operation 
type

Searching deeper is only marginally better computationally costly.

Separable convolution operations yield best cells while dilated 
convolutions tend to deteriorate it.
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Effect of cell topology 

180 cell configurations are evaluated without changing operation type.

Cell topology has substantial effect on final accuracy, hence we can 
search only along good cells.
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Unbiased and fast search

Searching with a subset of target dataset reduces the skip connection 
bias yet speeds up the search significantly.

Using ”sparse-update” through out the search is also effective at 
reducing the skip connection aggregation problem.
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eDARTS: Putting it all together

DARTS search supernet with equal attention to all operations at each edge.

eDARTS has a fixed search path with more attention to important operations.
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Comparison with state-of-the-art

eDARTS is 6x faster than PC-DARTS while achieving almost same error rate.
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Conclusion

 Good architectures can be discovered regardless of 
the search network depth. 

 Separable convolution is the most effective 
operation in DARTS’ search space.

 3x3 kernel size yields better cells.

 Cell configuration also affects accuracy.

 eDARTS alleviates skip connection problem of 
DARTS. 

 Search cost is less than 30 minutes.

 Design a new search space and improve search by 
feedback.
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Thank you :)
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