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● Proposed WeightAlign: normalizing activations without using sample statistics.

● Our method re-parameterize the weights within a filter to reach correctly normalized 
activations.



Method Overview



Proposed Method
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Expressing statistics by weights: 

WeightAlign (WA):  

 



Experiment results

visualization of a single channel activation in training



Experiment results

Error rate of ResNet50 on CIFAR-10 for classification



Experiment results

Image classification on ImageNet
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