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Community: Set of nodes with higher edge density

Community Detection
Algorithm
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Image Segmentation [Shi & Malik, ’00]

Detecting Computer Network Attacks
[Chen et al.,2017], [Antonakakis et al, ’12]

Organizing Mobile Ad-hoc Wireless Networks
[Parker & McEachen, ’16]
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Community Detection
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Algorithms 

Community Detection
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Hierarchical [Girvan, ‘02]

Convex, e.g. matrix 
decomposition

Convex Optimization
e.g. matrix decomposition [Chen, ‘14] [Vinayak, 

‘14]

Spectral Clustering
[Shi & Malik, ‘00], [Ng et al. ‘01]
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Issues
o Clustering can be slow
oDifficulties in handling small clusters
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Sketch-based Clustering
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Using any community 
detection algorithm

Step 3
Infer

Input
(𝑁𝑁 × 𝑁𝑁) Sketch

(𝑁𝑁′ × 𝑁𝑁′)

Node 
Labels

(Sketch)

Node 
Labels
(Full)

Main Bottleneck

5 10 15

Node #

5

10

15

N
od

e 
#

5 10 15

Node #

5

10

15

N
od

e 
#



6ICPR 2020

Representative Node Sampling

For more details see:

Goal: Find representation matrix 𝐑𝐑 ∈ ℝ𝑁𝑁×𝑁𝑁

Encodes representation power of each node for describing others

Given: Graph with 𝑁𝑁 nodes
Positive Semi-definite similarity matrix: 𝐒𝐒 ∈ ℝN×N

Penalize similarity among 
chosen representatives

Reward representing other samples

Structured Regularization
1. Enforces subset size constraints
2. Avoids trivial solution
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Similarity via Average Commute Time

Free benefit: We can use same similarity matrix for the inference step as well

Our similarity matrix 𝐒𝐒 is the cosine similarity derived from 𝐋𝐋+:

Average commute time 𝐶𝐶 𝑖𝑖, 𝑗𝑗 : 
Time for a random walk from node 𝑖𝑖 to node 𝑗𝑗 and then back again.

Why is it useful?
1) It reflects community structure
2) We can form embedding where distance between nodes is 𝐶𝐶 𝑖𝑖, 𝑗𝑗
3) We have the relation

𝐋𝐋+ is the pseudoinverse of the Laplacian

⇒ 𝐋𝐋+ is the gram matrix for the embedded nodes.



8ICPR 2020

Algorithm

Both ADMM algorithm and calculation 𝐋𝐋+ are amenable to parallelization.

Problem is convex

𝑃𝑃 = number of processors

ADMM-based algorithm:
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Experiments

Clustering step: Convexified Modularity Maximization (CMM)

Compare against other sampling based techniques:
- Uniform Random Sampling (URS) [1]
- Spatial Random Sampling (SRS) [1]
- SamPling Inversely proportional to Node Degree (SPIN) [2]                                                               

[2]

[1]
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Experiments - SBM
- Uniform intra-cluster edge density for graph
- Three clusters - 𝑛𝑛𝑚𝑚𝑚𝑚𝑚𝑚 is size of smallest cluster
- Smaller 𝑛𝑛𝑚𝑚𝑚𝑚𝑚𝑚 indicates more imbalance

- Intra-cluster edge density varies for each cluster
- Smaller 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 indicates more imbalance.

Example
Full Graph

Sketch
(proposed method)

Homogeneous SBM

Heterogeneous SBM
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Experiments – Real World

For Degree Corrected SBM:
Average degree varies for each node
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Take Away

 Way to sample nodes from graph
o Samples nodes with good representation power
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 Sketch-based community detection
o Speed-up clustering step
o Handle unbalanced graphs
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