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Introduction

Gaze Estimator

Facial image of the subject 2D gaze location on screen

Gaze Estimation



Related Works

Gaze Net (Zhang et al, 2015)

Full Face (Zhang et al, 2017)

RT-GENE (Fischer et al, 2018)

ITracker (Krafka et al, 2016)

CNN

CNN

CNN

Feature Vectors

Gaze

Limitation
1. Neglect the special similarity of two eye structures

2. Treat face and eye images separately. 



Motivation

Two Eye Similarity
Relationship between eye 
appearance and face

Structures like canthus, eyelid and 
outline of two eyes are almost identical.

Left

Right
(flipped)

Eye appearance varies under different circumstances. 
Face appearance gives some clues (head pose, 
glasses, et al.) about how eyes would look like. 



Method Adaptive Feature Fusion Network (AFF-Net)

𝑓𝑅𝑒𝑐𝑡𝑠
F C

Face and eye bounding 
boxes (Rects)

Four stream inputs: eye images, face image, face and eye bounding boxes locations (Rects)



Method Adaptive Feature Fusion Network (AFF-Net)

SE layer

Feature Fusion 
Scheme

SE layer

Attention weights Attention weights
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Feature Fusion Scheme: eye feature fusion via stacking, attention weights and conv layers.



Method Adaptive Feature Fusion Network (AFF-Net)
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Adaptive Group Normalization: recalibrate eye features according to facial features



Method Adaptive Feature Fusion Network (AFF-Net)
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Experiments GazeCapture Dataset

Output performs current SOTA methods on mobiles and tablets.



Experiments MPIIGaze Dataset

Also achieves SOTA performance on MPIIGaze dataset.



Experiments Ablation study——GazeCapture dataset

Ablation study proves effectiveness of each module.



Experiments Ablation study——GazeCapture dataset

Further analysis shows that proposed modules reduce estimation errors. Especially on 
those remote locations.
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Experiments Ablation study——GazeCapture dataset

Proposed network gives more accurate estimation when eyes and face are small in the image.

Reciprocal of face width
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