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Through an intelligent selection of training data, AL aims at minimizing the
annotation costs and the classifier's misclassification risk.
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Further details on the experimental setup, additional results, and code are available at our
repository

https://github.com/mherde/mapal.
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