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• Weakly supervised object localization and segmentation tasks & 
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• Current methods for pseudo-labels:
• Class activation mapping (CAM)[1]

• Grad-CAM[2]

[1] Zhou et al. Learning deep features for discriminative localization
[2] Selvaraju et al. Grad-cam: Visual explanations from deep networks via gradient-based localization



Motivation

• Weakly supervised object localization and segmentation tasks & 
pseudo-labels

• Current methods for pseudo-labels:
• Class activation mapping (CAM)

• Grad-CAM

• Only using the deepest, lowest resolution convolutional layer

• Missing information from intermediate layers of CNN
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Motivation

• We proposed Zoom-CAM: generating pixel-level pseudo-labels from 
class labels

• Zoom-CAM:
• Capture fine-grained small-scale objects

• Integrate the visualizations from all intermediate layers in a CNN
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is the visual explanation of that convolutional layer, where Z is the 
number of activations in an individual feature map and 𝑆𝑐 is the final 
class score.
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• Similar to Grad-CAM, we use the backwards gradient flow to quantify 
the contribution of activations to the class score.

• Differently, in Zoom-CAM, each activations is weighted individually.



Overview



Examples of pseudo-labels



Experiment results

• 1. Classification and localization error rates on ISVRC2012 val dataset. Zoom-CAM 

performs better than Grad-CAM.



Experiment results

• 2. Top-1 and top-5 localization error rates on ILSVRC2012 val dataset for ablation study. 
(a) aggregating intermediate feature maps, (b) single intermediate layer

a b



Experiment results

• 3. Comparison of quality of pseudo-segmentation-labels of PASCAL VOC 2012 val set 
measured in IoU. Zoom-CAM generate better pseudo-labels than other methods.



Experiment results

• 4. Semantic segmentation performance in mIoU evaluated on the PASCAL VOC 2012 val set. The 
performance of weakly supervised semantic segmentation[3] using pseudo-labels generated by 
Zoom-CAM is better than the one by CAM.

[3] Ahn et al. Weakly supervised learning of instance segmentation with inter-pixel relations



Thank you!


