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Out-of-distribution examples detection
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Deep Neural Networks perform high confidence predictions on 
Out-of-Distributions (OOD) inputs [1].

They are not able to identify whether they are capable of correctly 
assessing the input for the decision or need human intervention.

[1] M. Hein, M. Andriushchenko, and J. Bitterwolf, “Why relu networks yield high-confidence predictions far away from the training data and how to mitigate the problem”. 
     Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pp. 41–50, 2019.
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Problematic in safety-critical applications...

https://www.thedrive.com/tech/37250/tesla-autopilot-confuses-red-text-on-a-flag-for-stop-light

Autonomous vehicles Medical diagnosis

https://www.thedrive.com/tech/37250/tesla-autopilot-confuses-red-text-on-a-flag-for-stop-light


Threshold-based OOD detector
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Binary classification problem - threshold on the confidence score [2]: 

Objective:
Increase separability of the in-distribution and out-of-distribution confidence score 
[2] Dan Hendrycks and Kevin Gimpel. “A baseline for detecting misclassified and out-of-distribution examples in neural networks”. 
     In:5th International Conference on Learning Representations, ICLR 2017 - Conference Track Proceedings(2019), pp. 1–12.



Threshold-based OOD detector
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Confidence loss [3]

❖ enforce low confidence far away from the training data using OOD examples

[3] Kimin Lee, Honglak Lee, Kibok Lee, and Jinwoo Shin. “Training confidence-calibrated classifiers for detecting out-of-distribution samples”.
     In:6th International Conference on Learning Representations, ICLR 2018 - Conference Track Proceedings(2018), pp. 1–16.



Boundary optimized Samples (BoS) training
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A procedure to enforce low confidence around the training data.

1. Generate boundary optimised samples

2. Enforce low confidence at OOD 
examples without affecting the original
classification task



Boundary Loss 
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Boundary Loss
Generate boundary samples by backpropagating the gradient to the input

     Classification cross-entropy

     Cross-entropy between the predicted distribution and the discrete uniform distribution 



Diversity across boundary optimised samples
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                  target distribution
Promote diversity across boundary samples 



Regularisation term
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Total Variation Regularization
● Discourage high frequency component in images

● Visual difference between the training data and the boundary sample



Training algorithm
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Experiments
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In distribution: MNIST  
Out-of-Distribution: fMNIST, E-MNIST, Uniform Noise

Plain

BoS



Experiments
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BoS training shows a significant improvement in detecting OODs for all the considered datasets with 
respect to the plain baseline model trained on MNIST...

… and better results on some of the OOD datasets used for CIFAR-10.



Conclusions
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Our contributions:

● A novel efficient method for generating boundary samples, BoS training.

● A robust algorithm for enforcing low confidence on OOD samples by the 
boundary optimised samples.

● The experimental results supporting that our method outperforms the baseline.


