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Lung Ultrasound Advantages

• Lung Ultrasound (US) for neonatal respiratory status evaluation:

✓ Exhibits a high descriptive power

✓ Is able to analyze anatomical structures, like pleural line and artifacts, exploited by experts to 

asses the lung composition and status

✓ Provides a visual assessment of the respiratory status of newborn patients

✓ Reveals the need for respiratory support

✓ Is a harmless technique, compared to the standard X-rays (RX)

Healthy

Transient Tachypnea of the Newborn (TTN)

Respiratory Distress Syndrome (RDS)

• US images are prone to many investigations through either visual inspection or 

computer-aided analysis 



Lung Ultrasound for Neonatal Respiratory Status

• The proposed work:

➢ Exploits Deep Learning (DL) approaches to define a score directly obtained from US images

➢ Tests its correlation with pulse oximetric saturation ratio SpO2/FiO2  (SF)

➢ Analyzes the performance of recent state-of-art Convolutional Neural Networks (CNNs) 

• Several studies have focused their attention on fetal lung US image analysis.

Authors Approach Analysis

1A. Perez-Moreno et al. textural descriptors respiratory status 

2Y. Du et al. textural descriptors respiratory status 

3M. K. Abdelhamid et al textural descriptors newborn diseases prediction

4M. Palacio et al. textural descriptors respiratory morbidity

5P. Chen et al. fully automatic neonatal maturation degree prediction

6X. P. Burgos-Artizzu et al. fully automatic respiratory morbidity

7F. Raimondi et al. texture analysis respiratory status 

1A. Perez-Moreno et al. “Clinical feasibility of quantitative ultrasound texture analysis: A robustness study using fetal lung ultrasound images,” Journal of Ultrasound in Medicine
2Y. Du et al. “Application of ultrasound-based radiomics technology in fetal lung texture analysis in pregnancies complicated by gestational diabetes or pre-eclampsia,” Ultrasound in Obstetrics & Gynecology, 2020.
3M. K. Abdelhamid et al. “Quantitative Ultrasound Texture Analysis of Fetal Lung
4M. Palacio et al. “Prediction of neonatal respiratory morbidity by quantitative ultrasound lung texture analysis: a multicenter study,” American journal of obstetrics and gynecology.
5P. Chen et al. “A preliminary study to quantitatively evaluate the development of maturation degree for fetal lung based on transfer learning deep model from ultrasound images,” International Journal of Computer Assisted Radiology and 

Surgery.
6X. P. Burgos-Artizzu et al. “Evaluation of an improved tool for non-invasive prediction of neonatal respiratory morbidity based on fully automated fetal lung ultrasound analysis,” Scientific reports 
7F. Raimondi et al. “Visual assessment versus computer-assisted gray scale analysis in the ultrasound evaluation of neonatal respiratory status,” PLOS ONE



Methodology

Pre-Processing
SF value prediction

Healthy/sick classification

Performace Evaluation

Respiratory Status Assessment

Pre processing Lung US images are prepared to feed into the involved CNN

Healthy/sick classification The CNN is trained with class labels (Healthy, Sick)

Performance Evaluation Correlation between CNN output and SF value is evaluated

Respiratory Status Assessment

SF value prediction The CNN is directly trained to predict SF value



Pre-Processing

Data preparation

• Images are normalized in 0-1 range and resized to have the same horizontal resolution (N)

• The first R rows are retained according to the CNN input size

• The obtained rectangular-shaped (RxN):

✓ always includes the pleural line and part of the lung below it

✓ allows the network to process the whole US from left to right without discarding relevant regions

✓ does not include the bottom region of the US images, which carries no useful information

Data augmentation:

✓ Random Horizontal Flip

✓ Random Rotation in the range [-10,10]

✓ Contrast and brightness change

✘ Vertical flip results in non-sense images

✘ Stronger rotations result in unnatural images

R

N



Respiratory Status Assessment

SF value prediction

• Train the CNN to directly predict the SF value with regression loss (mean squared error)

• SR value is normalized in the unity range for better training stability.

• Since distinguishing between two very high values (e.g. SF above 450) is useless, SF value is clipped to 450.

➢ SF above 450 represents either an healthy or a completely healed patient 

Healthy/Sick classification

• Train the CNN with class labels (i.e healthy or sick) that will be predicted with a certain confidence:

➢ The confidence can be regarded as class probability

• SF above 450 is used to distinguish between healthy and sick images 



Advanced Training Strategy

CNN architecture variation

• Preserve the horizontal position of the extracted features to avoid mixing up visually different regions of the US, e.g. correct US 

acquisition (green) and shadow effect due to ribs (red)

• Replace the Global Average Pooling  with a Vertical Average Pooling

Curriculum Learning

• The training procedure consists of two phases:

➢ Train the CNN with easy example

➢ Add hard or borderline samples in a second step



Experimental Setup

Dataset

Videos are acquired with several US instruments

From each video:

• 10  evenly spaced frames are selected during training

• 6 evenly spaced frames are selected during performance 

evaluation

Involved CNN:

• AlexNet8

• ResNet349

• EfficientNet-B010

• EfficientNet-B110

• EfficientNet-B210

8A. Krizhevsky et al, “Imagenet classification with deep convolutional neural networks” 
9K. He et al.  “Deep residual learning for image recognition”
10M. Tan  et al. “Efficientnet: Rethinking model scaling for convolutional neural networks”

Performance evaluation

• SF value prediction

➢ Mean absolute percentage of Error (MAPE)

➢ Spearman’s rank correlation between predicted SF and SF 

value

• Healthy/Sick classification

➢ Accuracy (ACC)

➢ Spearman’s rank correlation between prediction probability

and SF value



SF Value Prediction - Results



Healthy/Sick classification - Results



Advanced Training Strategies - Results

• Correlation between LUS score assigned by humans expert7 and SF value: 0.8259

7F. Raimondi et al. “Visual assessment versus computer-assisted gray scale analysis in the ultrasound evaluation of neonatal respiratory status,” PLOS ONE



Conclusion

• Results show that ResNet34 trained for binary classification achieves the best performance in terms of correlation with the selected 

reference marker

• The correlation further improves by modifying the CNN architecture in order to take into account the horizontal position of the 

extracted convolutional networks

• It is worth observing that the proposed approach performs comparably with the human operator (+4.4%)

Future Work

• Future research will be devoted to:

➢ enlarge the dataset including data from other medical centers

➢ improve the training strategy by exploiting the temporal information of the lung US videos 


